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Abstract—The self-protecting multipath (SPM) is a simple a multipath structure for the SPM is found and then, the load
protection switching mechanism that can be implemented, g., balancing function can be optimized. The contribution a$ th
by MPLS. We present a linear program for the optimization of paner is a concise presentation of a linear program (LP) that
the SPM load balancing parameters to maximize the amount of . - .
transportable traffic with resilience requirements. This is needed O_ptlmlz_es Fhe I_oad balancing function of the SPM for network
to Configure the SPM for the dep|oyment in |egacy networks. d|menS|0n|ng N SUCh a Way that the amount Of tl’anSpOI’table
Our study shows that the SPM is very efficient in the sense traffic with resilience requirements is maximized. In ambdit
that it can carry 50% - 200% more protected traffic than IP  the complexity of the LP is investigated both theoreticalhgd

rerouting in sufficiently meshed networks. The investiga®n of 1, empirical data. This is crucial for the assessment of the
the computation time and the memory consumption recommends

the COIN LP (CLP) as preferred LP solver. The computation pract_ical applic_ability Of_ this optimization approach. .
time of the program depends mainly on the number of links in This paper is organized as follows. Section Il gives an
the network and networks with up to 240 links can be optimized overview on protection switching techniques. Section K} e

within one hour on a standard PC. plains the LP for the optimization of the SPM load balancing
functions and analyzes its complexity. Section IV investiis
the capacity gain for traffic with resilience requirememns i
networks using the SPM instead of simple IP rerouting;
Carrier grade networks require high availability which igyrthermore, computation time and memory consumption of
often as high as 99.999% such that restoration or protectigj optimization program are studied by experimental data.
switching is required. Restoration sets up a new path afighally, the conclusion in Section V summarizes this work

paths in advance. A typical restoration scheme is shortest

path rerouting (SPR) in IP networks, which heals broken Il. OVERVIEW ON RESILIENCE MECHANISMS

paths some time after a failure. A typical protection switgh | this section we give a short overview on various resilenc

mechanism is the primary and backup path concept, Wh§fchanisms to contrast the SPM against other approaches.
the traffic is switched onto the backup path as soon as the

primary path does not work anymore. Protection switching ér. Restoration Mechanisms

restoration mechanisms alone are not sufficient to maintainas mentioned before, restoration mechanisms take actions
the full service availability during network failures. Tinethe only after a network failure. They try to find new routes or set
links carry the normal traffic together with the deviatedfica up explicit backup paths when the traffic cannot be forwarded
As a consequence, the quality of service (QoS) can only BRymore due to link or node failures. The disadvantage df suc
met if the links have enough capacity. This must be takefethods is obvious: they are slow. The re-convergence of the
into account for network provisioning. If the link capae&i |p routing algorithm is a very simple and robust restoration
are already given, the structure of the backup paths must §&chanism [3], [4]. Another example are backup paths in

laid out in such a way that they have enough capacity for }jp| s that are set up after a network failure.
relevant failure scenarios.

In this paper, we focus on the self-protecting multipatB. Protection Switching Mechanisms

(SPM) which is a protection switching mechanism that has The authors of [5] give a good overview on different
been proposed in previous work [1], [2]. The SPM consisfsrotection switching mechanisms for MPLS.
of several parallel paths between source and destinationy) End-to-End Protection with Primary and Backup Paths:
and a load balancing fur_1ction_ distributes the traff_ic over thBackup paths are set up simultaneously with primary paths
working paths. The particularity of that concept is that thgnd in case of a failure, the traffic is just shifted at the path
traffic may be spread over several paths both under normi@dress router of a broken primary path to the corresponding
netWOI’kIng conditions and in case of network failures. ﬂ,:|rsbackup path This is called end-to-end protection_ It igefias

. . . than restoration methods but the signalling of the failwe t

This work was funded by Siemens AG, Munich, and by the Dewtsc

Forschungsgemeinschaft (DFG) under grant TR257/18-2. alitieors alone r}he path _ingress router takes time and traffic being already o
are responsible for the content of the paper. the way is lost.

|I. INTRODUCTION
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2) Fast Reroute MechanismavIPLS fast reroute (FRR) way that the maximum link utilization in any protected faéu
tackles the problem of lost traffic in case of end-to-enstenario is minimized. This is equivalent to a maximizatén
protection. Backup paths towards the destination are set the amount of transportable traffic with resilience requieats
not only at the ingress router of the primary path but dty scaling up the traffic matrix up to the point where traffic
almost every node of the path [6], [7]. Then, a backup path lost in at least one failure scenario.
is immediately available if the path breaks at some location
Currently, fast reroute mechanisms are also discussedPfor | !!l- OPTIMIZATION OF THE SPMFOR DEPLOYMENT IN
networks. Several solutions are being discussed but arpeefe LEGACY NETWORKS
method is not yet established [8]-[11]. The SPM consists of parallel paths over which the traffic is

3) Self-Protecting MultipathThe self-protecting multipath distributed according to a load balancing function. A ilia
(SPM) has been presented first in [1], [2]. Its path layowhoice of the multipath layout and the optimization of the
consists of disjoint paths and the traffic is distributed rovgath failure specific load balancing function can minimize
all of them according to a traffic distribution function (seehe maximum link utilizationp,,,... in any protected failure
Figure 1). If a single path fails, the traffic is redistribdite scenario. First, we address the path layout, then we explain
over the working paths according to another traffic distidou the linear program for the optimization of the load balagcin
function such that no traffic is lost. Thus, a specific traffitunctions, and finally, we analyze the complexity of the #ine
distribution function is required for every pattern of wiorlg program.

paths.
A. Path Layout

First we consider algorithms to find disjoint parallel paths

F':/" /K
and then we address the problem of SRLGs.
€3 5 J 3 1) Algorithms for Disjoint Parallel Paths:The SPM con-
sists of disjoint parallel paths such that the remainindhgat
3 = joint p p he

are still working if a single path fails due to the failure of
Fig. 1. The SPM performs load balancing over disjoint patmoeding to @ Single network element. Some network topologies do not
a traffic distribution function which depends on the workipaths. allow to find disjoint paths, but we do not consider that case
in this investigation and there are workarounds to cope with
that problem.
C. Routing Optimization A very intuitive method to find link or node disjoint paths
The traffic matrix and the paths of the flows togetheén a network is based on the shortest path algorithm. The
determine the resource demands on the links. The layoueof tlisjoint paths are obtained iteratively: once a shortesh pa
paths may be optimized to minimize either the link utilipati between a pair of nodes is found, its links and interior nodes
or the required network capacity. In the following, we addre are removed from the topology. When no additional path can
briefly different optimization objectives to distinguishuro be found, the algorithm stops. This simple approach cannot
optimization problem from others. always find disjoint paths (see Figure 2(a)) although a itisjo
1) Routing Optimization in Combination with Network Dipaths solution exist, or it may not always find the shortest
mensioning: In not yet provisioned networks, the networkdisjoint paths (see Figure 2(b)). Bhandari's book [16] giee
capacity and the routing may be determined together. kifail good overview on different algorithms to find disjoint paths
scenarios are not taken into account, shortest path routimgfworks and we use them in our software. In this work, we
requires the least capacity. With resilience requiremémis- try to find at most 5 link and node disjoint paths for the path
ever, backup resources may be shared by different flowsl@tyout of the SPMs.
different failure scenarios. Routing optimization can ueel 2) Adaptation to SRLGsShared risk link groups (SRLGSs)
the required network capacity considerably by maximizimg t are sets of links in a network that may fail simultaneously.
capacity sharing. This has been exemplified by [1] and [12Reasons may be, e.g., links on different wavelengths within
2) Routing Optimization for Legacy Networki already a common fiber or links on different fibers within a common
provisioned networks or legacy networks, the capacity ef tlduct — they fail together in case of an electronic deviceufail
links is fixed. If the traffic matrix is given, the maximum linkor fiber cut. Another frequent reason for SRLGs are router
utilization in the network under failure-free conditiorsncbe failures. To work with SRLGs, the disjoint paths of SPMs
minimized by a suitable routing. This has been done for Ihould not contain links of the same SRLGs; otherwise, séver
networks [13], for MPLS networks, and for hybrid networkgaths of the SPM fail simultaneously and they do not protect
[14]. If restoration or protection switching is appliedettarget each other anymore. Therefore, an adaptation of the paths
is the minimization of the maximum link utilization in anylayout to SRLGs must avoid links of common SRLGs on
failure case. This has been done for IP networks [3], [4] artisjoint paths. This is a difficult NP-hard problem [17] whic
for MPLS networks [15]. Thereby, backup capacities may lmnnot be solved efficiently for general SRLGs. However,
shared by different flows and in different failure scenariospecific SRLGs can be respected efficiently, e.g. by node
The objective of this work is to optimize the SPM in such disjoint paths like in this work. The path layout for SPMs
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@ D={(i,j): 0<i,j<n andi+#j}. A single pathp between
two distinct nodes is a set of contiguous links represented b
a link vectorp € {0, 1}". The basic structure of an SPM for a
@ > @ > @ > @ trgﬁic aggregate is a multipathPq4 that consists of,; paths
py for 0<i<k, that are link and possibly also node disjoint
except for their source and destination nodes. It is reptege

by a vector of single path®q = (p3,...,p5* ). Thus, a
@ multipath is described by a matriRq € {0, 1}*axm,
(a) It prohibits a another disjoint path. 2) Implications of Failure ScenariosA failure scenarics is
| @ | given by a set of failing links and nodes. The set of protected

failure scenariosS contains all outage cases including the
normal working case for which the SPM should protect the
traffic from being lost. The failure indication functiaf(p, s)
=@ =@ > yields 1 if a pathp is affected by a failure scenaris;
otherwise, it yields 0. The failure symptom of a multipath

L
P4 is the vectorfa(s) = (¢(p9,s), ..., o(p5*~*,s)) and
@ indicates its failed single paths in case of failure scenari
(b) It increases the length of the shortest disjoint path. Thus, with a failure symptom dfy =0, all paths are working
while for f4 = 1 connectivity cannot be maintained. In this
work, we take the protection of all single link or node faéar
into account such that at most one single path of an SPM

in case of SRLGs is not the focus of our work but rathdpultipath faills. The set of all different failure symptonr f
the optimization of the path failure specific load balancinf)'® SPMPa is denoted byF; = {fa(s):s €S}

Fig. 2. Impact of the wrong selection of the first shortestipat

functions for SPMs in the next section. Normall_y, all traffic aggregatesl € D_ are active. If _
o _ _ routers fail, some demands disappear which leads to a traffic
B. Optimization of the Load Balancing Functions reduction that is expressed by the failure scenario spessfic

The objective of this section is the optimization of thef aggregate®,.
path failure specific load balancing functions for SPMss&ir . No Traffic Reduction (NTR)We assume hypothetically
we explain our notation of path concepts, then we introduce that failed routers lose only their transport capability fo
implications of failure scenarios, and finally, we propose transit flows but they are still able to generate traffic.
two simple heuristics and an exact optimization for the load Therefore, we havé®, ="D.
balancing functions to minimize the maximum link utilizzti . Source Traffic Reduction (STRj:a certain router fails,

of all protected failure scenarios. all traffic aggregates with this source node disappear.
1) Notation of Network Concept$Ve introduce some basic . Full Traffic Reduction (FTR):We assume that traffic
notation from linear algebra that we use to model linksfitraf aggregates with failed source destination are stalled.

aggregates, single paths, and multipaths.
Let X be a set of elements, theX” is the set of alln-
dimensional vectors and™*™ the is set of allh x m-matrices and analyzed their impact.

with components taken froM{. Vectorsx € X" and matrices 3) The Load Balancing Function and Simple Heuristics:

X € Xm0 are written bold and their components are Writteiperg js one SPM for each traffic aggregdteD. This SPM
asx = (@4) andX = Tnto e Tmamd ) The scalar has a load balancing function to distribute the traffic oteki
multiplication ¢-v and the transpose operatérare defined different paths. If certain paths fail, which is indicateyl the
as usual. The scalar product of twedimensional vectors symptomfy(s), the load balancing function shifts the traffic
u and v is written with the help of matrix multiplication to the remaining working paths. Thus, the SPM needs a load
u'v=>"" um,. Binary operators € {+, —,-} are applied balancing functiorl, for each symptonf € F, that results
component-wise, i.eaov = (ug o v, . . ., Up1 ovn,l)T, The from any protected failure scenariese S. Since the load
same holds for relational operatorss {<,<,=,>,>}, i.e. balancing functionlf € (R{)* describes a distribution, it
uo v equalsy 0 <i<n: u; ov;. For simplicity reasons we must obey
define special vector® = (0,...,0)" andl = (1,...,1)" 115=1. (1)
with context specific dimensions. , i

A network A = (V, €) consists of1 = |V'| nodes andn = |€| Furthermore, failed paths must not be used, i.e.
unidirectional links. The links are represented as unitmec £T1E =0. @)
e; € {0,1}™, i.e.(e;); =11if i=j, and(e;); =01if i #j
for 0<i, j <m. We denote traffic aggregates between routersA simple example for load balancing function is equal
vieV andvjeV by d=(i, j) and the set of all aggregates byload balancing over all working paths, i.df = ﬁ -

We use FTR for the computation of the results in this paper,
but we considered all options for network dimensioning i8][1
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(1 — £). Another relatively simple option is balancing thesymptom f € ;. A load balancing vector has an entry for
load over the partial pathgi indirectly proportionally to each of thek,; paths of the SPM. There is one load balancing
their length ¢ "pl). This can be computed be;)i = vector for each SPM failure symptom. We take all single link

1—f; / Zogj<kd, 1—f; 2 Both heuristics require a lot of and node failures into account in addition to the working

17py <ka 17p] o scenario, so we have exactlffy| = k4 +1 different failure
backup capacity [2]. Therefore, optimization of the load- basymptoms. We use a full traffic matrix in our study, thus, the
ancing function is required. . . number of traffic aggregates [®| =n - (n—1). We denote
4) Optimization of the Load Balancing FunctioriThe the average number of outgoing links per node by the average
optimization configures the load balancing functions infsugode degre@egq., Which can be calculated byegq,, = 2.
a way that the maximum link utilizatiop, ... is minimal in - The average number of disjoint paths for all SPMs is given
any failure scenarig € S for given link capacities and a givenpy ,* = %' - 4ep ka and it is smaller than the average node
traffic matrix. degreedeg,,,. Taking this into account, the overall number of
The traffic rate associated with each traffic aggredad® free variables iI$° e p kar (katl) e (n—1)-k*- (k*+1) < m2.
is given by c(d) and corresponds to an entry in the traffiqhus, the number of free variables scales quadraticalliz wit
matrix. We describe the network capacity by a bandwidthe number of links in the network.
vectorb € (Rj)™, which carries a capacity value for each 2) Number of Constraints\We calculate the number of
link. Similarly, the vector indicating the traffic rates ofl a constraints resulting from (C0), (C1), and (C2) of the poessi
links, which are induced by a specific SPRh and a specific section. Both (C0) and (C1) require for each path failure
failure symptomf € 7, is calculated byPq - 1f - ¢(d). specific load balancing function one constraint such that we
We now formulate constraints for the traffic transport ovejet nco =neq = Saep(ka+1) ~ n-m different equations.
the network in all protected scenaries= S under the side Constraint type (C2) requires an equation for each link and f
constraint that all links have a maximum utilization @f.... ~each protected failure scenario, i.e. for the working sdena
In packet switched networks, resources are not physicafid all single link and node failures. Therefore, the nunatfer
bound to traffic aggregates. If traffic is rerouted due to @nstraints for (C2) is exactlyco =m-(1+m+n). Thus, the
local outage, the released resources can be immediatelgdelwyverall number of constraints is roughty*+3-m-n+m. Hence,
for the transport of other traffic. Under this assumptiorg ththe number of constraints also scales about quadraticétiy w

capacity constraints are the number of links in the network.
Vse€S: Y Pa- 1546) . o(d) <b - prmaa- (3) IV. RESULTS
deDs

In this section, we show first the efficiency of the SPM
In [2], [18], we have also proposed constraints that applgnvhas protection switching mechanism. Then, we illustrate the
capacity cannot be reused, but we have investigated themc#imputation time and the memory requirements of the above
the context of network dimensioning. described optimization algorithm for four different LP giolg
The objective of the optimization is the minimization ofapproaches and illustrate the dependency of the computatio
the maximum link utilizatiorp,,.... The free variables, which time on the network structure size.
must be set in the optimization process, are the load balgnci
functionsVd € D Vf € F, : 1§ € (R)* and the maximum A. Efficiency of the SPM as a Protection Switching Algorithm
link utilization p,,,.. itself. The following constraints must \We show by means of a multitude of sample networks that
be respected in the optimization process to obtain valid loghe SPM is a very efficient protection switching mechanism.
balancing functions and to avoid overload on the links. The degree of a network node is the number of its outgoing
« (CO0): Equation (1) assures that the load balancing funtinks. We construct sample networks for which we control the

tion is a distribution. number of nodes: € {10, 15, 20, 25, 30, 35,40}, the average
« (C1): Equation (2) assures that failed paths will not beode degreeleg,., € {3,4,5,6}, and the deviation of the
used. individual node degree from the average node degdteg ... €
« (C2): Equation (3) assures that the bandwidth suffices {d,2,3}. We use the algorithm of [2] for the construction
carry the traffic in all protected failure scenarios. of these networks since we cannot control these parameters
. ) ) rigidly with the commonly used topology generators [19B][2
C. Analysis of the Linear Program Complexity We sampled 5 networks for each of the 84 different network

We estimate the number of free variables and the numlatraracteristics and tested altogether 420 different médsvo
of constraints of the LP depending on the network size sinceWe consider the maximum link utilization of a network in
they influence its computation time and memory consumpticall single link and router failure scenaries S and compare it

1) Number of Free VariablesThe maximum link utiliza- for SPM (p3£27) and shortest path rerouting: %) based
tion p,q. IS just a single free variable. The consideration adn the hop count metric. We define the protected capacity
the load balancing functiorlg’*) is more complex. One SPM gain y = pSER /pSPM to express how much more traffic can
exists for each traffic aggregatec D and for each SPM a be transported by SPM than by SPR at the same maximum

load balancing functiorlfi is needed for every SPM failurelink utilization in the network. Figure 3 shows the protette
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capacity gain for these networks under the assumption of a
homogenous traffic matrix and homogeneous link bandwidths,
i.e. the entries of the traffic matrix are all the same and
all links of a network have the same bandwidth. Each point
in the figure stands for the average result of the 5 sample
networks with the same characteristics. The shape and the
size of the points determines the network characteristics,
corresponding x-coordinates indicate the average number o
disjoint pathsk* for the SPMs in networks, and the y-
coordinates show the protected capacity gain of the SPM. The
figure reveals an obvious trend: the protected capacity gain
of the SPM increases significantly with an increasing number
of disjoint parallel paths:* in the networks. Networks with
the same average node degtkeg,., are obviously clustered

since the average node degréey.,, and k* are strongly
correlated. Networks with a small deviatidag’]*** regarding

dev

their average node degree (circles) have a lakge¢han those
with a largedeg:>* (diamonds). Large networks lead to a
slightly larger protected capacity gain than small network
however, this trend is not so obvious. After all, the SPM is
quite efficient since it can carry 50% to 200% more protected

traffic than SPR in sufficiently meshed networks.

Network characteristics n=10
= 250 n=15 °
S * n=20 o
c n=25 0
= 200 -
g Oﬁ- e’ n=30 O
> Q. ® n=3 O
‘c 150 L] ° n=40 O
i | .
= & ® o ‘. ®5 =3 o
8 % M *s - 4 o
100 | o a4 ® 9
2 > R 5,=5 o
g Lo % 5,,= 6
L & -
5 50 (0] o® sgo Bioumac = 1 @
o & ) =2 Jul
o o dev,max
ol Bieumax= 3 ©
2 3 4 5 6

Avg. number of disjoint parallel paths k*

Fig. 3. Protected transmission gain of the SPM compared B f8Prandom
networks depending on their average number of averagelgigpaths.
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102 . .
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Fig. 4. Average computation time of the GLPK, BPMPD, CLP, afRBolve
for the optimization of different random networks depeigdon the network
size in links only.

Fig. 6. Topology of the COST239 network.

mental network from the project KING [24] while the second
one comes with a provisioned links and a real traffic matrix
[25], [26]. The SPM leads to 61.5% more protected capacity
in the Labnet03 and to 138% more in the COST239 network
compared to SPR rerouting. If we take into account the link
capacities and the traffic matrix of the COST239 network, the
SPM achieves even 109% more protected capacity than SPR
rerouting. Thus, SPR is inadequate if the traffic matrix and
the capacity provisioning do not fit well together. In costra
SPM copes well with that situation.

B. Experimental Runtime Analysis of the Optimization Algo-
rithm

We study the optimization algorithm regarding its com-
putation time and memory consumption since both have a
tremendous impact on its feasibility in practice. First, we
give a short introduction to linear programs (LP) and an
overview on the tested solvers. Then, we report on the memory
consumption and the computation time of the different LP
solvers that were required to calculate the numerical t&sul
above.

1) Linear Programs and LP Solvershe solutions of LPs
may consist of rational numbers, they may be restricted to
integer solutions, then the problems are called integeedl)
programs (IP, ILP), or they may be partly restricted to ieteg

Finally, we consider two real networks whose topologies aselutions, then the problems are called mixed integer gline
depicted in Figure 5 and Figure 6. The first one is an expepgrograms (MIP, MILP)) [27]. ILPs or MILPs are NP-complete
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problems. Fortunately, our LP formulation has a rational
solution. Therefore, it can be used by the Simplex algorithm
or by interior point methods (IPMs). Simplex is quite fast in
general but it has an exponential runtime in the worst case. |
contrast, IPMs run in polynomial time [28] but they are more
complex. We implemented the above LP with the following
four different free available LP solvers.
o GLPK: The GNU Linear Programming Kit [29] which
offers both a Simplex and an IPM based solver, but we
show only the results for the Simplex option since it is

CLP (Simplexj —_—
GLPK (Simplex) —-—

[
o
N

Avg. Computation Memory (MB)

0 L L
faster. 102 50 100 200
« BPMPD: The BPMPD solver which is based on IPMs Network Size (Links)
[30]. Fig. 7. Average memory consumption of the CLP and GLPK selVer the

. . optimization of different random networks depending on ieéwork size in
« CLP: The COmputational INfrastructure for Operatlonﬁr?kS only. P 9

Research (COIN-OR) solver which is also called CLP

solver [31].
« LPSolve The LPSolve solver [32]. 10 o Nades — "
. . . . > 15 Nodes —&— 11h

Due to license issues, we avoided commercial standard soft- = | 20Nodes - -+ - N
ware. We used the SUSE 9.1 operating system on an Intel £ [ 3oNoges o~ ’
Pentium 4 with a CPU of 3.20 GHz and 2 GB RAM to produce ' | HoNodes —+-
the following results. 2 o { 1 min

2) Computation Time of Different LP Solver§Ve opti- 3 ot
mized all networks with each of the four different LP solvers £
and measured the computation time. Figure 4 shows the © WO - 11s
average computation time for each solver depending on the <§(”
network size in links. The almost straight lines in the deubl 1

logarithmic plot show that the computation time increases 50 100 150 200 250

polynomially with the number of links. The computation time Network Size (Links)

differs clearly among the solvers. CLP can solve even tff}: 8- Average computation time of the CLP for the optimiamatof different
LS . random networks depending on the network size in links ardes.0

largest networks within an hour for which the other products

take longer than a day. Therefore, we recommend the CLP

solver for the implementation of the optimization program.

3) Memory Consumption of Different LP Solvefsgure 7 complexity, but it is more accurate for largeg,.,. Thus,
shows the average memory memory consumption of the dpe complexity of linear programs for networks with smaller
timization program depending on the network size in linkéegavg iS Overestimated compared to those with lar@ef,.,
for the CLP and the GLPK since it seems to be the secoffid the same number of links. Therefore, they run faster.
fastest LP solver. Again, the straight lines show a polyradmi
growth of the memory consumption with the number of links
in the network. For small networks the program size of In this paper we have reviewed several protection switching
CLP is significantly larger than the one of GLPK, but fomechanisms and, in particular, the self-protecting mattip
large networks the relation is vice-versa. Hence, CLP is tiiPM). Its structure is composed of disjoint paths that can
suitable LP solver for our optimization problem both from &e calculated by a shortest disjoint paths algorithm. The
computation time and memory consumption point of view. traffic is distributed over these paths according to a load

4) Detailed Analysis of the Computation Time for théalancing function that can be optimized in such a way that
CLP: Figure 8 shows the average computation time of thbe maximum link utilization of all links is minimized in all
optimizations using the CLP depending on network size protected failure scenarios. This minimization is equéval
links and in nodes. The number of links in the network to a maximization of the protected transport capacity of the
has a clearly larger impact on the computation time than thetwork. We formulated the optimization algorithm for the
number of nodes: which confirms our theoretical findingsload balancing functions as a linear program (LP).
in Section IlI-C. If networks have the same size in terms We performed a numerical study based on random and
of links but not in terms of nodes, it takes more time texisting networks and took into account the protection of
optimize the SPM for the networks with fewer nodes. Thosdl single link and node failures. We showed that the SPM
networks have a larger average node degleg.,, =  is a very efficient protection switching mechanism since the
than the others and thereby a larger average nurhbesf SPM outperforms standard IP rerouting based on shortest
disjoint parallel paths per source-destination pair. Weduke paths: 50% - 200% more protected traffic can be carried if
approximationk, ~ k* ~* for the analysis of the programsufficiently many disjoint paths can be found in a network.

V. CONCLUSION
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We first analyzed the complexity of the LP theoretically anf4]
then illustrated its computation time and memory consuompti
experimentally. The program complexity is dominated by tq%]
number of links in the network and both the computation time
and the memory consumption scale polynomially. We studiétf!
several LP solvers and the COIN LP (CLP) proved to be “TPi]
most suitable solver since it was both the fastest one and the
one with the least memory consumption. (18]
After all, the SPM is a capacity-efficient and simple pro-
tection switching mechanism and, therefore, its applcati
in practice is of interest. It is well applicable in small andl
medium size networks due to the moderate computation tirpg,
and memory demand of the optimization program which iIs
required for its configuration. However, the configuratidn 0[21]
the SPM in large networks requires a fast heuristic algorith

which is one of our current research issues.
[22]
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