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Abstract— The Java messaging service (JMS) is a means to or-throughput in practice we investigate different applioati
ganize communication among distributed applications according scenarios. We study the message waiting time based on an
to the publish/subscribe principle. If the subscribers install filter M/G/1—o0 approximation and perform a sensitivity analysis

rules on the JMS server, JMS can be used as a message routing . Lo L7
platform, but it is not clear whether its message throughput Swith respect to the variability of the message replicaticadg.

is sufficiently high to support large-scale systems. We perform The analysis shows that the message waiting time is low as
measurements for the FioranoMQ JMS server and derive a long as the server throughput is sufficiently high since the

simple model for its message processing time that takes messagenessage replication grade does not induce too much variance
filters and the message replication grade into account. Then, we Finally, we present two simple distributed architecturases

analyze the JMS server capacity and the message waiting time for h . .
various application scenarios. We show that the message waiting ©" conventional JMS servers that increase the JMS capacity

time is not an issue as long as the server throughput is sufficiently be€yond the capacity provided by a single server and compare
high. Finally, we assess the capacity of two different distributed their usefulness for different parameter settings.

JMS architectures whps_e object?ve is to increase the capacity of The paper is organized as follows. In Section Il we present

the JMS beyond the limit of a single server. JMS basics, that are important for our study, and consider
related work. Section Ill presents our test environmentaime

|. INTRODUCTION surement methodology, and results that we use to derive a

. . . .__..an analytical model for the message service time. In Section
The Java messaging service (JMS) is a communicati Y g

. e . we apply this model to predict the server throughput for
middleware for distributed software compqnents. It. 'S A rious application scenarios, we calculate the distidbubf
elegant solution to make large software projects feasibtk

future-proof by a unified communication interface which ?ghe message waiting time, and compare the system throughput
b y f two new distributed architectures. Finally, we summeariz

defined by the JMS API provided by Sun Microsystems [1]. ; . .
Hence, a salient feature of JMS is that applications do ned neEur work in Section V and give an outlook on further research.

to know their communication partners, they only agree on the Il. BACKGROUND
message format. In'formatlo'n providers publish messages tqn this section we describe the Java messaging service (JMS)
the JMS server and information consumers subscribe tomertg .
. ) nd discuss related work.
message types at the JMS server to receive a certain subse
of these messages. This is known as the publish/subscribeThe Java Messaging Service
principle. When messages must be reliably delivered only to

subscribers who are presently online, the JMS in the permstsoftware components. The Java Messaging Service (JMS)

E?t;cig;dzrigﬁem:):j It?n?g ?:tgri(r:::ﬁiig:g'rsnafor"t::tiz?;bblzs}andardizes this message exchange. The so-called mrslish
9 . . pplicat " " generate and send messages to the JMS server, the so-called
example, some user devices may provide presence infomma

Ubscribers consume these messages — or a subset thereof
to the JMS. Other users can subscribe to certain message tyBefrom the JMS server. and the JMgS server acts as a relay

e.g., the presence information of their friends’ devicest F ode [3], which controls the message flow by various message

such a}'s'cenario, a 'high message routing platform needs ﬁﬁﬁ(raring options. This is depicted in Figure 1. Publishensl a

capabl_lltles and a high capacity to_be scalable for MAaNYSUSEL hscribers rely on the JMS API and the JMS server decouples
In particular, the throughput capacny_of theJMS serveuitho them by acting as an isolating element. As a consequence,
not suffer from a large number of clients or filters. ublishers and subscribers do not need to know each other. Th

_In this paper we investi.gate the ma?dmum throughput of t S offers several modes. In the persistent mode, messages
FioranoMQ JMS server implementation [2] by measuremedglt,e delivered reliably and in order. In the durable mode,

ﬁzdtﬁgnxﬁrﬁbrgfi? rr?srti:ignef}iise?geaazoiﬁzsIrr;:g ltig(;::perg dﬁ&sages are also forwarded to subscribers that are durrent
of a message. The model is useful to rezict the gervn?t connected while in the non-durable mode, messages are
ge. P forwarded only to subscribers who are presently online.sThu
This work was funded by Siemens AG, Munich. The authors alaee athe server reqwr_es a significant amount (_)f buﬁer space to
responsible for the content of the paper. store messages in the durable mode and it achieves a larger

Messaging facilitates the communication between remote
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throughput in the non-durable mode. In this study, we onB. Related Work

consider the persistent but non-durable mode. The JMS is a wide-spread and frequently used middleware
technology. Therefore, its throughput performance is af-ge

p---------Message Flow-------- - eral interest. Several papers address this aspect alraady b
.—> 4, from a different viewpoint and in different depth.
The throughput performance of four different IMS servers
.—> 4, is compared in [4]: FioranoMQ [2], SonicMQ [5], TibcoEMS
[6], and WebsphereMQ [7]. The study focuses on several
.4> 4> message modes, e.g., durable, persistent, etc., but itraaes
. . consider filtering, which is the main objective in our worker
: : authors of [8] conduct a benchmark comparison for the Sun
.—> 4> OneMQ [9] and IBM WebsphereMQ. They tested throughput
Publishers Subscribers performance in various message modes and, in particular,
Filters  Replication with different acknowledgement options for the persistent
Grade message mode. They also examined simple filters but they did

not conduct parametric studies, and no performance model
was developed. The objective of our work is the develop-
ment of such a performance model to forecast the maximum
message throughput for given application scenarios. I [10

Fig. 1. The JMS server decouples publishers and subscribers

| JMS Message | the memory requirements of different filtering algorithnas f
! ! pub/sub systems were studied theoretically and experatignt
Fixed Header Fields | | Application Properties Application Data A proposal for designing a “Benchmark Suite for Distributed
i Publish/Subscribe Systems” is presented in [11] but withou
‘ Header |- Body | measurement results. The setup of our experiments is in line
Fig. 2. JMS message structure. with these recommendations. General benchmark guidelines

were suggested in [12] which apply both to JMS systems

] ) o and databases. However, scalability issues are not coadide
Information providers with similar themes may be groupeghich is the intention of our work. A mathematical model

together and publish to a so-called common topic; only thog§ a general publish-subscribe scenario in the durableemod
subscribers having subscribed for that specific topic veceiy;ith focus on message diffusion without filters is preserited
their messages. Thus, topics virtually separate the JM&tser[lg] and they are validated by measurements in [14]. In our
into several logical sub-servers. Topics provide only ayVe{york a mathematical model is presented for the throughput
coarse and static method for message selection. In additigBrformance in the non-durable mode including filters aisl th
topics need to be configured on the JMS server before systg§de| is validated by measurements. Several studies addres
start. Filters are another option for message selection. jf\plementation aspects of filters. A JMS server checks for
subscriber may install a message filter on the JMS servghch message whether some of its filters match. If some of the
which effects that only the messages matching the filtersrulgiters are identical or similar, some of that work may be save

are forwarded instgad of all messages in. the correspondifd intelligent optimizations. This is discussed, e.g., 5|
topic. Each subscriber has only a single filter. In contrast {ye perform measurements for the FioranoMQ with identical
topics, filters are installed dynamically during the opert and different filters and both lead to the same results. Thus,

of the server. A JMS message consists of three parts that A[§ranoMQ does not implement any optimization for several
illustrated in Figure 2: the message header, a user defing@ntical filters.

property header section, and the message payload itself [1]apart from single server architectures, there are also dis-
So-called correlation IDs are ordinary 128 byte stringst thgihuted approaches like the one in [16] that intend to iasee
can be set in the header of JMS messages. Correlationtf overall scalability of the system concerning throughpu
filters try to match these IDs whereby wildcard filtering ising reliability. We also propose two distributed JMS server
possible, e.g., in the form of ranges lik#7;#13. Several architectures to improve the system scalability but in cstt

application-specific properties may be set in the propery this approach, our approach is based on off-the-shelf IMS
section of the JMS message. Application property filters tgpomponents.

to match these properties. Unlike to correlation ID filteas,

combination of different properties may be specified which lIl. M EASUREMENTRESULTS

leads to more complex filters with a finer granularity. After In this section, we investigate the throughput of the Fio-
all, topics, correlation ID filtering, and application pmty ranoMQ JMS server by measurements. First, we explain the
filtering are three different possibilities for messagesstibn experiment setup, give a summary of previous measurement
with different semantic granularity and different comgigimal results, and conduct parameter studies including filters to
effort. explore their impact on the JMS server throughput. Finally,
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we present a simple model for the message processing tiama network utilization for each measurement run. Without a
at the JMS server and validate them by our measurementsunning server, the CPU utilization of the JMS server maghin

) does not exceed 2%, and a fully loaded server must have a
A. Experiment Setup and Measurement Methodology CPU utilization of at least 98%.

For reasons of comparability and reproducibility we accu- Experiments are conducted as follows. The publishers run
rately describe our testbed and our measurement methgdoldg a saturated mode, i.e., they send messages as fast as
1) Testbed:Our test environment consists of five computergossible to the JMS server. However, they are slowed down
that are illustrated in Figure 3. Four of them are productigh the server is overloaded because publisher side message
machines and one is used for control purposes, e.g., ctimgrol queuing is used. To save system processing resources during
jobs like setting up test scenarios and starting measuremtr® measurement phase, all JIMS messages that will be ever

runs. The four production machines have a 1 Gbit/s netwosknt by the publisher are created in advance when the pablish
interface which is connected to one exclusive Gigabit switctest clients are started. For the same reason, all connedie
They are equipped with 3.2 GHz single CPUs and 1024 M@stablished before measurements are taken. Each experimen
system memory. Their operating system is SuSe Linux 9dkes 100 s but we cut off the first and last 5 s due to
in standard configuration. To run the JMS environment wgossible warmup and cooldown effects. We count the overall
installed Java SDK 1.4.0, also in default configuration. Thaumber of sent messages at the publishers and the overall
control machine is connected over a 100 Mbit/s interface mimber of received messages by the subscribers within the

the Gigabit switch. remaining 90 s interval to calculate the server’s rate ofixe
and dispatched messages. We call the corresponding rates
Measurement Measurement the received and dispatched throughput and their sum the
(3.2 GHz, 1GB RAM) (3.2 GHz, 1GB RAM) . .
overall throughput. For verification purposes we repeat the
Q, Q, measurements several times but their results hardly ditfeh
g; \ / g; that confidence intervals are very narrow even for a few runs.
Measurement\ Aeasurement
(3.2 GHz, 1GB RAM) (3.2 GHz, 1GB RAM) B. Measurement Results
] N\
Gigabit-Switch\\\ This paper focuses mainly on the investigation for the
——  10Gbits Link g message waiting time based on our measurement results
——— 100 Mbit/s Link 5

and a performance model. In [18] we performed extensive
measurements according to the above described testbed and
measurement methodology. We first summarize the various
aspects of that study and review then the results which are

We installed the FioranoMQ version 7.5 server componeritaportant for this paper in more detail.
as JMS server software. We used the vendor's default con-l) Summary on Previous Measurement Studi#e: briefly
figuration as delivered with the test version. Our publisheummarize the experiments and their results frath We
and subscriber test clients are derived from Fiorano’s @am investigated the maximum message throughput of the server
Java sources for measurement purposes. Each publishedepending on the number of publishers and subscribers. We
subscriber is realized as a single Java thread, which Heand that a minimum number of 5 publishers must be
an exclusive connection to the JMS server component. iAstalled to fully load the JMS server and so we conducted
management thread collects the measured values from etih following experiments with at least 5 publishers. When
thread and appends these data to a file in periodic intervale increase the number of subscribers without filters, the
In our experiments one machine is used as a dedicated JM8ssages are forwarded to all of them. If a message is
server, the publishers run on one or two exclusive publishéispatched tdR different subscribers, it is replicated and sBnt
machines, and the subscribers run on one or two exclustimmes by the JMS server and we cRlthe replication grade of
subscriber machines depending on the experiment. If tilte message. Another experiment showed that the message siz
publisher or subscriber machines are used, the publisherhas a significant impact on the message throughput. We used a
subscriber threads are distributed equally between them. default message body size of 0 bytes, i.e. the full inforareis

2) Measurement Methodologyur objective is to measure contained in the message headers. We found that the message
the capacity of the JMS server. Therefore, we load it in atiroughput suffers the least from topic filtering, followby
our experiments closely to 100% CPU load and verify thabrrelation ID filtering and application property filteringnd
no other bottlenecks like system memory or network capacityvestigated complex AND- and OR-filter rules.
exist on the server machine, i.e., that they have a utibmati 2) Joint Impact of the Number of Filters and the Message
of at most 75%. The publisher and subscriber machines me&splication Grade:We have learned from prior experiments
not be bottlenecks, either, and they must not run at a CRhht both the number of filters and the replication grade thpa
load larger than 75%. To monitor these side conditions, wiee JMS server capacity. In this section, we investigaté the
use the Linux tool “sar”, which is part of the “sysstat’joint impact by measurements and present a simple model to
package [17]. We monitor the CPU utilization, I/O, memoryforecast the server performance for a given number of filters

Controlling

Fig. 3. Testbed environment.
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and for an expected replication grade. This model is vaddiat « a fixed basic time overheatl, independently of filter
by measurements. installations.

a) Experiment Setup and Measurement Resulte: set  « a fixed time overheads, -trirr caused by the IMS server
up experiments to conduct parameter studies regarding the while checking which different filters are matching. This
number of installed filters and the replication greRl®f the value depends on the application scenario.
messages. We use one publisher and one subscriber machine.a variable time overheald-tix depending on the message
Five publishers are connected to the JMS server and send replication gradeR. It takes into account the time the
messages with correlation ID #0 or application propertyeal server takes to forwarR copies of the message.

#0 in a saturated way. Furthermore+ R subscribers are This leads to the following med&[B] of the message process-
connected to the JMS servaR,of them filter for correlation ing time B.

ID or application property attribute #0 while the othar . ' .
subscribers filter for different correlation IDs. Hence+ R BB = tovtNiir -t +E[R) - @
filters are installed altogether. This setting yields a rages c) Validation of the Model by Measurement Datahe

replication grade oR. We choose replication grades Bfc results in Figure 4 show the overall message throughput.
{1,2,5,10,20,40} and n< {5,10,20,40,80,160} additional Within time E[B], one message is received aBfR| messages
subscribers. are dispatched on average by the server. Thus, the received
and overall throughput is given bt’ﬁ and EI[EF?E:]’l and the
«10° latter corresponds to the measurement results in Figure 4.
‘ " Measured Throughput The parameterss; and R for the message processing time
-~ ~Analytical Throughput | B are known from the respective experiments. We fit the
parameterscy, tstr, andty by a least squares approximation
r=10 1 [19] to adapt the model in Equation (1) to the measurement
r=20 results. The results are compiled in Table | for correlation
r=40 | ID and application property filters. Note that both filter ¢gp
/ require different values for all parameters to approxinthee
respective experimental measurements by the model.

TABLE |
OVERHEAD VALUES FOR THE MODEL OF THE MESSAGE PROCESSING TIME
IN EQUATION (1).

w
[

= N
[ 4 N 3] w
T T T T T

Overall Throughput (msgs/s)

0 \ overhead type trov(S) tier (S) tix(S)
0 50 100 150 200 2t
Number of Correlation 1D Filters corr. ID filtering | 852:10 7 | 7.02:10°° [ 1.70-10°°
app. prop. filtering| 4.10-107% | 1.46.10°° | 1.62-10°°

Fig. 4. Impact of the number of filterss, and the message replication
gradeR on the overall message throughput in case of correlation terdil-

measurements and analytical data. We calculate the message throughput based on these values

and Equation (1) for all measured data points, and plot the
results with dashed lines in Figure 4. The throughput from
Figure 4 shows the the overall message throughput fB¥r analytical model agrees very well with our measurements

correlation 1D filters depending on the number of installefpr all numbers of filtersny;; and all replication gradeR.
filters n¢r =Nn+R and on the replication gradR. The solid Thus, if we know the the number of installed filteng;, on
lines show the measured throughput. An increasing numtBg JMS server and the me&iR| of the message replication
of installed filters reduces obviously both the received argfade in a certain application scenario, we have a model that
overall message throughput of the system and an increas%%ws the prediction of the average message processirgy tim
replication grade increases the overall system performarfelB] and the server capacity in terms of message throughput.
to a certain extent. Similar measurements are obtained for |\, ANALYTICAL PERFORMANCEEVALUATION
application property filtering. The basic performance lvédra
is the same, but the absolute overall message through
about 50% compared to the one of correlation ID filters.

iBased on the performance model and parameters obtained
pwn Bection lll, we investigate now the JMS server capacity in

Gifferent application scenarios by a rough average caicma
get the same results for both experiments if all th@on- PP y g g

o d the message waiting time by careful queuing theoretical
matching f||ters. search for the same value, e.g. for #1, andf)ﬁservations. Finally, we compare design alternativesier
they look for different values, e.g. for #1, ...n#Thus, we

cannot find any throughput improvement if equal filters atrlbuted JMS systems regarding their capacity to illustithe

r o
used instead of different filters [15]. (sefuiness of our findings.

b) A Simple Model for the Message Processing TimeA- JMS Server Capacity
We assume that the processing time of the JMS server fofTo get a feeling for capacity of the FioranoMQ JMS server,
a message consists of three components. For each receivedinvestigate the mean message processing time depending
message, there is on the number of filters and predict the server capacity.
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1) Average Message Service Tim#fith Equation (1) it is by

clear that the message service time increases linearlytidgth 0
. . . max __

number of filters. Figure 5 illustrates the mean for the mgssa A = EB (2)
service timeE[B] depending on the number of filters, ) _ .
and the average replication graBéR]. The results are shown _Figure 6 shows the server capacity for a maximum server
for both correlation ID filtering and for application proper CPU utlllgatlon of 90% for the same appl!catlon scen.arlbe li
filtering. For small values afi¢,;, the average message servic@Pove. Figure 6 shows t'he server capadifi" depending on _
time E[B] is dominated by the average replication gratj&] the same parameters like abqve _but for the s_ake_ o_f clarity
but for large values ofi¢y, the linear growth clearly dominatesWe omitted the results for application property filteringke-
the influence of the message replication grade. Note that b€ Service time, the server capacity ranges also over aever
the x- and the y-axis have a logarithmic scale. Thus, thearyOrders of magnitude due to Equation (2). It is obvious that th
time for a message ranges over several orders of magnitufe/Ver capacity d'ecreas.es both with an mcreas'lng.number of
which is due to different message replication grades, to tH&ers nrir and with an increasing average replication grade
linear growth of E[B] with ny;, and to filter type specific E[R]. Filters protect the subscribers from undesired messages,

values Oftey, try, andty. Hence, it is strongly application they reduce the replication grade which limits the network
scenario specific. traffic and improves potentially the server capacity. Hosvev
the latter objective is not always achieved. This is alsomsho
in Figure 6: A message replication grade BR] =10 (100)
10° : : without filters effects the same capacity reduction like a
R0 message replication grade &R =1 and ng;, =22 (240)
~—ERI=100 P filters.
o~ This leads to the question: when should a filter be applied
to increase the server throughput? We consider an infoomati
consumerq that has installed},, filters on the server. Fur-
thermore, we assume that these filters receive the proportio
] P atcn Of @ll messages. On the one hand, the filters increase the
Correlation ID Filtering message processing time bglltr -tsirr but on the other hand,
) they reduce it by(1— p?natch) -tx. Thus, these filters increase
0% s 102 10° the server capacity if the following inequality holds.

Number of Filters Ner q q

Fig. 5. Impact of the number of filtens;y,, the average replication grade Mg Lt < (1~ Prnagen) - tox 3)

E[R], and the filter type on the average message service i Taking the values of Table | into account, a single or two
correlation 1D filters (f,, € {1,2}) should be used if their
match probability is smaller than 58.7% or 17.4%, respec-
tively. Three or more filters per consumer slow down the gerve

N
S

Application Property Filtering —

=
o
©

Mean Service Time (ms)

10° ‘ ‘ more than forwarding any message if no filters are set. A
= single application property ﬁltem@Itr =1) should be used if
- - E[R1=100 its match probability is smaller than 9.9%. Like above, two o

more filters per consumer cannot lead to a capacity increfase o
the JMS server. However, filters are primarily used to protec

] the consumers against too many unwanted messages and the
******* TR network against overload.

Server Capacity A™® (msgs/s)

10 : Y B. Analysis of the Message Waiting Time
, , The objective of this section is the investigation of the
101100 - ”~ = message waiting time. We model first the JMS server by
Number of Filters n a simple queueing system and discuss various distribution

fit L . .
) ! ' . models for the message replication grade which impacts the
Fig. 6. Impact of the number of filteréns;;, and the average replication

gradeE[R] on the server capacity™® for a maximum server CPU utilization Variab”ity of the service time. Then, we StUdy the mean, the
of p=90%. distribution, and in particular the 99% and the 99.99% djlent
of the message waiting time depending on the average server
utilization.

2) Server Capacity:We define the server capacity by the 1) A Simple Queuing Model for IMS ServeWith our ver-
maximum supportable load in terms of messages per secosidn of FioranoMQ, the major part of the messages are queued
If we allow a server CPU utilization op, we can compute at the publisher site due to a kind of push-back mechanism.
the server capacity in terms of received message throughgsta consequence, we did not observe any message loss due to
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buffer overflow at the JMS server. In our experiments, we usé@d conduct a parameter study of the waiting time distributio
permanently sending publishers that were only slowed dowepending on the meaB|B] of the service timeB and its
by the push-back mechanism of the JMS server. Howevegefficient of variation

in reality, the arrival process is stochastic, i.e., thelishlers E[B? —E[B]
do not send in a saturated manner. If the JMS server is not Cvar[B] T EE
overloaded and if its message buffer is large enough to Bbsor

all arriving messages, we can well approximate the complese calculate the require&[R] from Equation (7), and use
overall system by a single message queue at the JMS sef@f®] and Equation (8) to calculat&[R?]. Depending on
site. This is depicted by Figure 7. The arrival rate 5o, ,Ai  the appropriate model for the message replication gide
for that queue is the sum of the message ratefrom all we getE[B® by using Equation (9) and the third moment

(10)

publishers. of the respective distribution for the replication grada. |
the following, we discuss various distributions to moded th
e O replication gradeR.
\_ / a) Deterministic Distribution:If the replication grade is
O —= 11O=——0 constant, sayr, the distribution of the message processing
/ | \ time B is also deterministic and its coefficient of variation
_ o L iS cvar[B]=0. Furthermore, the second and third moments of
) Approximation m Subscribers . .
n Publishers l . the message replication grade are
O
; & B‘”va ; ER] = E[R? (11)
QO —=_1O0O=—/——0Q ER] = ERP (12)

- KD \. O This model is very static and probably not appropriate to

Fig.7. A s?n?ple queueing model for a JMS SeretGl /1o characterize real world scenarios.
U ' b) Scaled Bernoulli Distribution:With a probability of
Pmatch @ Message is forwarded by all;, filters and with a
Furthermore, we assume a Poisson model for the arrivabbability of 1—pmacn, the message is forwarded not at all.
process in the busy hour, i.e., the inter-arrival times ampe This can be modelled by a scaled Bernoulli distribution. The
nentially distributed and the message arrival rate is dshby corresponding first two moments are
A. This is a reasonable assumption since technical processes ERl — 13
are often triggered by human beings. Messages are served (Rl = Pmaten Nir (13)
sequentially by the server with their processing tiBieThis E[RZ] = Pmatch’ n?m (14)
random variable has a general distribution. Thus, we carltzlnoch]e model parameters can be calculated vice-versayfgy—
the system by arM/G/1— « queue. The first and secondE[RZ] ER _ ’
moment of the message waiting time in this queueing systegR 2"d Pmatcn= g~ Furthermore, the third moment is
is given by

_ E[RP
ew A-EB? @ R = ER (15)
2:(1-p) 3 We are interested in the coefficient of variatiop,[B] of the
E[WZ] - 2. E[W}Z n A-E[B7] with (5) Message _ser\./ice.time which is ba;ed on a message rep.lication
3-(1-p) grade which is distributed according to this scaled Bernoul
p = A-E[B] (6) distribution. We calculate it using Equations (10), (7)d 48).

. I Figure 8 shows,,([B] depending on the number of filtemgy,,

being the utilization of the server [20]. the match probabilitymarcn and the filter type. The coefficient
2) Model for the Message Service Timhe formulae for ¢ \ariation c,o[B] converges for an increasing number of

the first two moments of the message waiting time (Equatiofgers to values that depend Qatcn and the filter type. The

(4) and (5)) require the first three moments of the messaggefricient of variation is at most,a [B] =0.65 and we cannot
service time. The service tini@for a message is composed of;,4 any larger values for any other parameterp@cn

a constant pa =trcy+Nyirr -trir and a variable pal =R-tx ¢) Binomial Distribution: The scaled Bernoulli distribu-

such that the first three moments can be calculated by jo is probably not realistic enough to model the distiitiit
E[B] = E[D+V]=D+E[R tyx @ of theT message replication grade. Now, we assume that Fhe

n¢;ir filters match messages independently of each other with

21 21 _p2 try -
BT = E[(2D+V) J]=D"+D-txE[R a probability of pmatch Then, the resulting replication grade
-+t E[R] (8) follows a Binomial distribution:
E[BY = E[(D+V)%)=D+3-D%ti-E[R e
— k) — K (1 _ Ngier —K
+3.D-12-E[RY + & - E[R¥] ) P(R—k)—( K ) Phatch (1— Pmatc)™™ . (16)
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07 : : : : ID filters and a constant replication grade RE=1. The left
7777777777777777 jgmawh:“, y-axis shows the corresponding waiting time in ms. It is a
e, trivial result that the average waiting timE[W] increases
| with p. We can generalize the result by indicating the waiting
“—Correlation ID Filtering time as a multiple of the average message processing time
E[B] on the right y-axis, which also approximates the mean
Application Property Filtering | queue length in packets. Based on this normalized y-axis, we
S N ] can easily compare the average message waiting Efé
035" || ] from different application scenarios that have differergams
G E[B] and coefficients of variations,,([B]. Figure 10 illustrates
0.250“‘/ 5 5 o 5 o0 that the mean waiting time is sensitive to the coefficient
Number of Filters n, of variation of the message processing tifBeand that it
Fig. 8. Impact of the number of filtersy, and the match probabilitppacn e CaSCS Wlth,:"ar[B]' Note that the normalized diagram in
on the coefficient of variationya[B] of the message processing tiBdor a ~ Figure 10 provides also a lookup table for the average messag
replication gradeR distributed according to a scaled Bernoulli distribution. waiting timeE[W] in any application scenario with a matching
coefficient of variationcyy[B.

var[B]

o
o
T2

match ~ """ |

4

o

a
T

0.5r

0.45F

0.4f

Coefficient of Variation c

Furthermore, the second and third moments [21] are
E[RZ] = Nfitr - Pmatch’ (1 — Pmatch) (17)
2 E[R)?
E[R’] = E[R?-E[R’]-E[R-E[R]+2-
E[R]
We conduct the same study like above and observe in Figure 9
that the coefficient of variatiow,,[B] decreases quickly for

an increasing number of filtenss, to values of 0.064 and
0.033, which depends on the filter type.
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(18)

1071

Avg. Message Waiting Time (ms)
([g]3) swiL Bunrepn sbessay Bay

0.5 0. 0.9 1

6 0.7 0.8
07 : : : : Server Utilization p

E‘ 7pma|ch:0'1

g 06 ’”pmawhfo'6 il Fig. 10. Impact of the server utilizatiop and the coefficient of variation
© =~ Proaicn = cvar[B] of the message service time on the average message waiting time
c 05 J
s v E[w].
g
g 04 Correlation ID Filtering
% 03l 4) Message Waiting Time Distributionin addition to the
= . Application Property Filtering mean pf the waiting time, its glistribution is of intgrest.
o According to theM/G/1—o queuing formulae, the waiting
g o1f time probability for a message fw=p- With Equations (4)
© . and (5) we know the first and second moment of the message

0 26 40 60 8;0 100 it 1 1
Number of Fil waiting time such that we can calculate the first and second

ters n
fit moment of the waiting tim&\4 regarding only delayed calls
Fig. 9. Impact of the number of filters;, and the match probabilitpmatch by
on the coefficient of variationy,r[B] of the message processing tieor a
replication gradeR distributed according to a Binomial distribution. EA] E[W] E[\NZ] E[\NZ] (19)
1 = 77 =
P ! P

After all, the second moment of the service time is bounthe Gamma distribution has a positive range and can be
by Equation (8) and the second moment of the replicatiofiewed as the continuation of the exponential and Erlanigidis
grade (cf. Equations (11), (14), and (17), respectivelyd- Rbution for coefficients of variations different fromar[X]= -,
alistic coefficients of variations of the message serviogeti ke N [22]. We approximate the waiting time distribution of
lie between 0 and 0.2 and coefficients larger than 0.65 ahe delayed calld?(W; <t) by fitting their two parameters
impossible. Therefore, we work in the following exempharil o = —1_ and 8 = EMA - Thys, we get the waiting time

. CoL T CvarWa . a
with the values 0, 0.2, and 0.4 because only they cover talislistribution regarding all calls by
scenarios.

3) Average Message Waiting Tim&he average message PW<t) = (1-p)+p-PW <) (20)
waiting time at the JMS server can be calculated with Equ@this Gamma-approximation is exact for an exponentially
tion (4). Figure 10 shows it depending on the server utilirat distributed service time and leads to very good approxmnati
p in a specific application scenario with; =100 correlation results for other service time distributions [23].
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Figure 11 shows the complementary distribution functiois only )\31359:45 messages per second which is very low.
of the message waiting tim&/ for a server utilization of Hence, at a server utilization @gf=0.9 or less, the message
p=0.9 and for a coefficient of variation af,5[B]=0, 0.2, waiting time is not an issue provided that 1 s is tolerable
and 04 on a normalized x-axis. The distribution functiondut a server capacity of 45 msgs/s is not tolerable. Thus, if
are clearly shifted towards larger waiting time values with sufficiently high throughput is achieved, the waiting time
increasingcyar[B], which is consistent with the results obtaineds small. Therefore, we neglect the waiting time in the next
in Section IV-B.3. The deterministic, the scaled Berngullsecticn

and the Binomial distribution coincide fotys[B] =0 and 200 — T
lead, therefore, to the same waiting time distribution af th S0 oo, 11
messages. Furthermore, we can hardly see any difference Lo | c (=04 iR
between the waiting time distribution function for the hinial g 1400 ; “J ]
and the Bernoulli distribution of the replication gra@eThus, = 1000 _ i
=) 99% Quantiles i

we can neglect the exact distribution type of the message £
service time and work with its first two moments instead. In g 80 99.99% Quantiles
the following, we assume a messages service time based ona g eo
binomially distributed message replication grdfle 3

)

=

—— Binomial Distribution for R 8.5 0. 0.9 1

0.7 0.8
R} \ - - -Scaled Bernoulli Distribution for R Server Utilization P

Fig. 12. Impact of the server utilizatiop and the coefficient of variation
cvar[B] of the message service time on the 99% and 99.99% quantile® of th
message waiting time.

C. Performance Comparison of Distributed JMS Server Ar-
chitectures

The capacity of a JMS server is bounded by the performance

of its CPU. If it does not suffice to support a certain message
‘ ‘ ‘ ‘ ‘ ‘ ‘ rate fromn publishers tan subscribers, a distributed architec-

0 10 20 30 40 50 60 70 . . .
Message Waiting Time t (E[B]) ture might be useful to alleviate the problem. We consider tw

Fig. 11. Impact of the coefficient of variationysr[B] and the distribution Pasically different simple architectures: publisheresidMS

type of the message replication graReon the complementary distribution server replication and subscriber-side JMS server rejuita

function of the message waiting tinw¢ for a server utilization ofp=0.9. 1) Publisher-Side JMS Server Replication (PSR/)lith

publisher-side JMS server replication (PSR), each pubdish

has its own local JMS server for which subscribers can regist

The concept is visualized in Figure 13. Each publisher-side
P(W < Qp[W]) > p holds. It says p-100% of all messages pr 1S Visuaizec 1n Figu puo I

. : X M/G/1— system supports a message raieand their
wait shorter tharQ,[W]" and yields thereby a “quasi upper licati dEIR]. Since th
bound” onW if p is large. Figure 12 shows the 99% amiverage message replication gradB[R]. Since the messages

are filtered already at the publishers, the traffic load inegos

99'99%. quantile of the Wai“.’?g t?me on a normali_zgd Y-aXI8n the network interconnecting publishers and subscrilsers
depending on the server utilizatigm and the coefficient of ocionAi-E[R]
<i<n/ .

variattilclan C\f’a;LB} of 'tthe rpessgge sl)ervicg ﬂm?' The 39'99;: A drawback of this distributed PSR architecture is the fact
quantile of the waiting time is substantially larger tha® thy, .. o sypscribers have to register in parallel forJMS

o . L . o
99% quantile. The quantiles increase with the server atitin ervers at distributed publisher sites instead of to a singk.

p ‘?tf‘d ihey Ea\r/(\a/ ;u%;tanuail(;; I_?rr]ggr tha': t??h meanf?_ 9f t is disturbs the elegant communication interface of IM& ov
waiting time E[W] in Figure 10. The impact of the coefficien a single server. Thus, additional entities must be intreduo

of variation Car[B] is notable but the impact of the SEVELllow a transparent communication like with a single server

utilization p is much larger since the considered coefficien&;ut this is not scope of this paper

of variation are all quite small. If we limit the server ut#ition 2) Subscriber-Side JMS Server Replication (SSRjith
to p=0.9, the message waiting time is less than 5[], i.e., subscriber-side JMS server replication (SSR), each siblascr

a waiting time of SGE[B] is not exceeded with a probabilityhas its own JMS server for which publishers can register. The

of 99.99%. W't.h that probability a maximum waiting tlmeconcept is visualized in Figure 14. Since the messages are
of at most 1 s is guaranteed as longE8] is smaller than

20 me. H 0 thi th ; filtered only at the subscribers, the message rate for each
ms. However, in this case, the maximum server Capac'%bscriber—sidd\/l/G/l—oo system iSA = S1i-nAi. Thus,
the overall traffic carried in the network is-A. Sincem

1if the average replication grade E[R|=1 in the above scenario, up . L
to 1369 or 2845 filters may be installed on the JMS server folicgtipn 1S &N Upper bound ok, SSR produces significantly more

property or correlation ID filtering, respectively. traffic in the network than PSR. Like with PSR, the elegant

Probability P(W > t)

80

5) Message Waiting Time Quantilethe p-quantile orp-
percentile Qp[W| specifies the lowest duration for which
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O In contrast toAjEh the expression foAJgR is independent of

O 2 TTO n andm.
. O 10
. e M=o
An
O =_ 1O
~ /; ””””””””””””””””
! sceri | O 10
n Publishers and JMS Servers m Subscribers i

m =100 1
Fig. 13. Publisher-side JMS server replication (PSR).

Overall System Capacity (msgs/s)
\\
\

107 m = 1000
m = 10000
10'f 4
milA, —PSR
A CE]
O _TOEYO ‘ ‘ ‘
10° 10! 10° 10° 10
EQZA DE[R]Q Number of Publishers n
' Fig. 15. Capacity comparison for publisher- and subscridg-IJMS server
. replication for a server utilization gd=0.9, an average replication grade of
. E[R|=1, m subscribers, and correlation ID filtering.
O 2 A ER] . . :
_1jOF*== O Figure 15 illustrates the impact of the parametarand
m on the capacitied gk and AZgk of both distributed JMS
n Publishers m JMS Servers and Subscribers systems. The results are calculated for an average rdplicat
Fig. 14. Subscriber-side JMS server replication (SSR). grade ofE[R] =1, a maximum server utilization gb=0.9,

and correlation ID filtering. The capacidfgx for SSR yields
a horizontal line since it is independent of the parameters

communication interface of JMS is also compromised by the @nd m. The capacity for PSR increases linearly with
SSR architecture because every publisher needs to multicRd decreases about reciprocally for large valuesmoPSR
its messages to all IMS serversmatiifferent subscriber sites outperforms SSR for medium or large valuesrofand for
instead of to a single one. However, this problem is not o§Mall or medium values ah. Note that a largen can reduce
present concern. the capacity of a single JMS server so much that waiting time
3) Capacity Comparison of PSR and SSRur the perfor- Problems arise. For example, far=10* and a largen the
mance comparison of the both architectures we consider fligtributed system has still a large capacity but the capaci
following environment. All nodes have the same computatid & Single publisher-side server is only 7 msgs/s leading to
power. In particular, we assume that they have the sa¥erage waiting times of 1 s and to 99.99% quantiles of 10 s.
capacity as the machines in our experiments in Section W& get similar results for application property filtering.
because our numerical study relies on the vatugst, and The capacity lines in Figure 15 intersect where both Equa-
tx that were obtained for these machines. Furthermore, s (21) and (22) yield the same results. Thus, we follow
message rated; of all publishers are equal and the averag@'at PSR outperforms SSR if the following inequality holds
replication grade&[R;] for thgir messages are th.e_ same such . trov + M- Neier - tier + E[R] - tix 23)
that we can denote them_ unlform_ly IB{R]. In addition, each v+ Nrtr -t + E[R -t
subscriber hasi;;, =10 different filters. . ) ) )
For PSR, the capacity of the distributed JMS sysJi= It gives a recommendation under which circumstances PSR or
N~ Ming<i<n(A™®) is the n-fold multiple of the minimum SSR should be implgmented to cope with a large number of
of all individual JMS server capacitieA™ Similarly to Publishers or subscribers.

Equation (2), it can be calculated under the above stated*fter all P_SR achleves system capacity scalablllt_y with
assumptions by respect to an increasing number of publishers, but the @spac

degrades with an increasing number of subscribers. Ina@smntr
(21) SSR provides system capacity scalability for an increasing

number of subscribers but its capacity does not scale with an
Thus, the system capacity dependsroandm and is thereby increasing number of publishers. Hence, neither architect
application scenario specific. yields a viable solution for the general scalability of the

In case of subscriber-side JMS server replication, the cgapacity of JMS servers. Therefore, we are working curyent
pacity of the distributed JMS systeA"®=mino<i<m(A™®)  on such a solution.

is the minimum of all individual JMS server capaciti8®*

-1
ApSR= p-n- (trchr m- Neyey -t + E[R] 'ttx)

It can be calculated under the above stated assumptions by V. CONCLUSION
max _1 In this work, we have investigated the throughput perfor-
Assr= P (thV+nfltf towr + E[R] 'ttX) (22)  mance of the FioranoMQ JMS server. We set up a testbed
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