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Abstract—The Java messaging service (JMS) is a means to organize communication among distributed applications according to the publish/subscribe principle. If the subscribers install filter rules on the JMS server, JMS can be used as a message routing platform, but it is not clear whether its message throughput is sufficiently high to support large-scale systems. We perform measurements for the FioranoMQ JMS server and derive a simple model for its message processing time that takes message filters and the message replication grade into account. Then, we analyze the JMS server capacity and the message waiting time for various application scenarios. We show that the message waiting time is not an issue as long as the server throughput is sufficiently high. Finally, we assess the capacity of two different distributed JMS architectures whose objective is to increase the capacity of the JMS beyond the limit of a single server.

I. INTRODUCTION

The Java messaging service (JMS) is a communication middleware for distributed software components. It is an elegant solution to make large software projects feasible and future-proof by a unified communication interface which is defined by the JMS API provided by Sun Microsystems [1]. Hence, a salient feature of JMS is that applications do not need to know their communication partners, they only agree on the message format. Information providers publish messages to the JMS server and information consumers subscribe to certain message types at the JMS server to receive a certain subset of these messages. This is known as the publish/subscribe principle. When messages must be reliably delivered only to subscribers who are presently online, the JMS in the persistent but non-durable mode is an attractive solution for the backbone of a large scale real-time communication applications. For example, some user devices may provide presence information to the JMS. Other users can subscribe to certain message types, e.g., the presence information of their friends’ devices. For such a scenario, a high message routing platform needs filter capabilities and a high capacity to be scalable for many users. In particular, the throughput capacity of the JMS server should not suffer from a large number of clients or filters.

In this paper we investigate the maximum throughput of the FioranoMQ JMS server implementation [2] by measurement and derive a model for the message processing time depending on the number of installed filters and the replication grade of a message. The model is useful to predict the server throughput in practice we investigate different application scenarios. We study the message waiting time based on an $M/G/1 - \infty$ approximation and perform a sensitivity analysis with respect to the variability of the message replication grade. The analysis shows that the message waiting time is low as long as the server throughput is sufficiently high since the message replication grade does not induce too much variance. Finally, we present two simple distributed architectures based on conventional JMS servers that increase the JMS capacity beyond the capacity provided by a single server and compare their usefulness for different parameter settings.

The paper is organized as follows. In Section II we present JMS basics, that are important for our study, and consider related work. Section III presents our test environment, measurement methodology, and results that we use to derive an analytical model for the message service time. In Section IV we apply this model to predict the server throughput for various application scenarios, we calculate the distribution of the message waiting time, and compare the system throughput of two new distributed architectures. Finally, we summarize our work in Section V and give an outlook on further research.

II. BACKGROUND

In this section we describe the Java messaging service (JMS) and discuss related work.

A. The Java Messaging Service

Messaging facilitates the communication between remote software components. The Java Messaging Service (JMS) standardizes this message exchange. The so-called publishers generate and send messages to the JMS server, the so-called subscribers consume these messages – or a subset thereof – from the JMS server, and the JMS server acts as a relay node [3], which controls the message flow by various message filtering options. This is depicted in Figure 1. Publishers and subscribers rely on the JMS API and the JMS server decouples them by acting as an isolating element. As a consequence, publishers and subscribers do not need to know each other. The JMS offers several modes. In the persistent mode, messages are delivered reliably and in order. In the durable mode, messages are also forwarded to subscribers that are currently not connected while in the non-durable mode, messages are forwarded only to subscribers who are presently online. Thus, the server requires a significant amount of buffer space to store messages in the durable mode and it achieves a larger
throughput in the non-durable mode. In this study, we only consider the persistent but non-durable mode.
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Information providers with similar themes may be grouped together and publish to a so-called common topic; only those subscribers having subscribed for that specific topic receive their messages. Thus, topics virtually separate the JMS server into several logical sub-servers. Topics provide only a very coarse and static method for message selection. In addition, topics need to be configured on the JMS server before system start. Filters are another option for message selection. A subscriber may install a message filter on the JMS server, which effects that only the messages matching the filter rules are forwarded instead of all messages in the corresponding topic. Each subscriber has only a single filter. In contrast to topics, filters are installed dynamically during the operation of the server. A JMS message consists of three parts that are illustrated in Figure 2: the message header, a user defined property header section, and the message payload itself [1].

So-called correlation IDs are ordinary 128 byte strings that can be set in the header of JMS messages. Correlation ID filters try to match these IDs whereby wildcard filtering is possible, e.g., in the form of ranges like [7;13]. Several application-specific properties may be set in the property section of the JMS message. Application property filters try to match these properties. Unlike to correlation ID filters, a combination of different properties may be specified which leads to more complex filters with a finer granularity. After all, topics, correlation ID filtering, and application property filtering are three different possibilities for message selection with different semantic granularity and different computational effort.

**B. Related Work**

The JMS is a wide-spread and frequently used middleware technology. Therefore, its throughput performance is of general interest. Several papers address this aspect already but from a different viewpoint and in different depth.

The throughput performance of four different JMS servers is compared in [4]: FioranoMQ [2], SonicMQ [5], TibcoEMS [6], and WebSphereMQ [7]. The study focuses on several message modes, e.g., durable, persistent, etc., but it does not consider filtering, which is the main objective in our work. The authors of [8] conduct a benchmark comparison for the Sun OneMQ [9] and IBM WebSphereMQ. They tested throughput performance in various message modes and, in particular, with different acknowledgement options for the persistent message mode. They also examined simple filters but they did not conduct parametric studies, and no performance model was developed. The objective of our work is the development of such a performance model to forecast the maximum message throughput for given application scenarios. In [10] the memory requirements of different filtering algorithms for pub/sub systems were studied theoretically and experimentally. A proposal for designing a “Benchmark Suite for Distributed Publish/Subscribe Systems” is presented in [11] but without measurement results. The setup of our experiments is in line with these recommendations. General benchmark guidelines were suggested in [12] which apply both to JMS systems and databases. However, scalability issues are not considered, which is the intention of our work. A mathematical model for a general publish-subscribe scenario in the durable mode with focus on message diffusion without filters is presented in [13] and they are validated by measurements in [14]. In our work a mathematical model is presented for the throughput performance in the non-durable mode including filters and this model is validated by measurements. Several studies address implementation aspects of filters. A JMS server checks for each message whether some of its filters match. If some of the filters are identical or similar, some of that work may be saved by intelligent optimizations. This is discussed, e.g., in [15]. We perform measurements for the FioranoMQ with identical and different filters and both lead to the same results. Thus, FioranoMQ does not implement any optimization for several identical filters.

Apart from single server architectures, there are also distributed approaches like the one in [16] that intend to increase the overall scalability of the system concerning throughput and reliability. We also propose two distributed JMS server architectures to improve the system scalability but in contrast to this approach, our approach is based on off-the-shelf JMS components.

**III. Measurement Results**

In this section, we investigate the throughput of the FioranoMQ JMS server by measurements. First, we explain the experiment setup, give a summary of previous measurement results, and conduct parameter studies including filters to explore their impact on the JMS server throughput. Finally,
we present a simple model for the message processing time at the JMS server and validate them by our measurements.

A. Experiment Setup and Measurement Methodology

For reasons of comparability and reproducibility we accurately describe our testbed and our measurement methodology.

1) Testbed: Our test environment consists of five computers that are illustrated in Figure 3. Four of them are production machines and one is used for control purposes, e.g., controlling jobs like setting up test scenarios and starting measurement runs. The four production machines have a 1 Gbit/s network interface which is connected to one exclusive Gigabit switch. They are equipped with 3.2 GHz single CPUs and 1024 MB system memory. Their operating system is SuSe Linux 9.1 in standard configuration. To run the JMS environment we installed Java SDK 1.4.0, also in default configuration. The control machine is connected over a 100 Mbit/s interface to the Gigabit switch.

Fig. 3. Testbed environment.

We installed the FioranoMQ version 7.5 server components as JMS server software. We used the vendor’s default configuration as delivered with the test version. Our publisher and subscriber test clients are derived from Fiorano’s example Java sources for measurement purposes. Each publisher or subscriber is realized as a single Java thread, which has an exclusive connection to the JMS server component. A management thread collects the measured values from each thread and appends these data to a file in periodic intervals. In our experiments one machine is used as a dedicated JMS server, the publishers run on one or two exclusive publisher machines, and the subscribers run on one or two exclusive subscriber machines depending on the experiment. If two publisher or subscriber machines are used, the publisher or subscriber threads are distributed equally between them.

2) Measurement Methodology: Our objective is to measure the capacity of the JMS server. Therefore, we load it in all our experiments closely to 100% CPU load and verify that no other bottlenecks like system memory or network capacity exist on the server machine, i.e., that they have a utilization of at most 75%. The publisher and subscriber machines must not be bottlenecks, either, and they must not run at a CPU load larger than 75%. To monitor these side conditions, we use the Linux tool “sar”, which is part of the “sysstat” package [17]. We monitor the CPU utilization, I/O, memory, and network utilization for each measurement run. Without a running server, the CPU utilization of the JMS server machine does not exceed 2%, and a fully loaded server must have a CPU utilization of at least 98%.

Experiments are conducted as follows. The publishers run in a saturated mode, i.e., they send messages as fast as possible to the JMS server. However, they are slowed down if the server is overloaded because publisher side message queuing is used. To save system processing resources during the measurement phase, all JMS messages that will be ever sent by the publisher are created in advance when the publisher test clients are started. For the same reason, all connections are established before measurements are taken. Each experiment takes 100 s but we cut off the first and last 5 s due to possible warmup and cooldown effects. We count the overall number of sent messages at the publishers and the overall number of received messages by the subscribers within the remaining 90 s interval to calculate the server’s rate of received and dispatched messages. We call the corresponding rates the received and dispatched throughput and their sum the overall throughput. For verification purposes we repeat the measurements several times but their results hardly differ such that confidence intervals are very narrow even for a few runs.

B. Measurement Results

This paper focuses mainly on the investigation for the message waiting time based on our measurement results and a performance model. In [18] we performed extensive measurements according to the above described testbed and measurement methodology. We first summarize the various aspects of that study and review then the results which are important for this paper in more detail.

1) Summary on Previous Measurement Studies: We briefly summarize the experiments and their results from [7]. We investigated the maximum message throughput of the server depending on the number of publishers and subscribers. We found that a minimum number of 5 publishers must be installed to fully load the JMS server and so we conducted the following experiments with at least 5 publishers. When we increase the number of subscribers without filters, the messages are forwarded to all of them. If a message is dispatched to \( R \) different subscribers, it is replicated and sent \( R \) times by the JMS server and we call \( R \) the replication grade of the message. Another experiment showed that the message size has a significant impact on the message throughput. We used a default message body size of 0 bytes, i.e. the full information is contained in the message headers. We found that the message throughput suffers the least from topic filtering, followed by correlation ID filtering and application property filtering, and investigated complex AND- and OR-filter rules.

2) Joint Impact of the Number of Filters and the Message Replication Grade: We have learned from prior experiments that both the number of filters and the replication grade impact the JMS server capacity. In this section, we investigate their joint impact by measurements and present a simple model to forecast the server performance for a given number of filters.
and for an expected replication grade. This model is validated by measurements.

a) Experiment Setup and Measurement Results: We set up experiments to conduct parameter studies regarding the number of installed filters and the replication grade \( R \) of the messages. We use one publisher and one subscriber machine. Five publishers are connected to the JMS server and send messages with correlation ID \#0 or application property value \#0 in a saturated way. Furthermore, \( n + R \) subscribers are connected to the JMS server, \( R \) of them filter for correlation ID or application property attribute \#0 while the other \( n \) subscribers filter for different correlation IDs. Hence, \( n + R \) filters are installed altogether. This setting yields a message replication grade of \( R \). We choose replication grades of \( R \in \{1, 2, 5, 10, 20, 40\} \) and \( n \in \{5, 10, 20, 40, 80, 160\} \) additional subscribers.

Figure 4 shows the the overall message throughput for correlation ID filters depending on the number of installed filters \( n_{fltr} = n + R \) and on the replication grade \( R \). The solid lines show the measured throughput. An increasing number of installed filters reduces obviously both the received and overall message throughput of the system and an increasing replication grade increases the overall system performance to a certain extent. Similar measurements are obtained for application property filtering. The basic performance behavior is the same, but the absolute overall message throughput is about 50% compared to the one of correlation ID filters. We get the same results for both experiments if all the \( n \) non-matching filters search for the same value, e.g. for \#1, and if they look for different values, e.g. for \#1, ..., \#n. Thus, we cannot find any throughput improvement if equal filters are used instead of different filters [15].

b) A Simple Model for the Message Processing Time: We assume that the processing time of the JMS server for a message consists of three components. For each received message, there is

- a fixed basic time overhead \( t_{rv} \) independently of filter installations,
- a fixed time overhead \( n_{fltr} \cdot t_{fltr} \) caused by the JMS server while checking which different filters are matching. This value depends on the application scenario,
- a variable time overhead \( R \cdot t_{tx} \) depending on the message replication grade \( R \). It takes into account the time the server takes to forward \( R \) copies of the message.

This leads to the following mean \( E[B] \) of the message processing time \( B \).

\[
E[B] = t_{rv} + n_{fltr} \cdot t_{fltr} + E[R] \cdot t_{tx}
\]

(1)

c) Validation of the Model by Measurement Data: The results in Figure 4 show the overall message throughput. Within time \( E[B] \), one message is received and \( E[R] \) messages are dispatched on average by the server. Thus, the received and overall throughput is given by \( \frac{1}{E[B]} \) and \( \frac{E[R]+1}{E[B]} \), and the latter corresponds to the measurement results in Figure 4. The parameters \( n_{fltr} \) and \( R \) for the message processing time \( B \) are known from the respective experiments. We fit the parameters \( t_{rv} \), \( t_{fltr} \), and \( t_{tx} \) by a least squares approximation [19] to adapt the model in Equation (1) to the measurement results. The results are compiled in Table I for correlation ID and application property filters. Note that both filter types require different values for all parameters to approximate the respective experimental measurements by the model.

### Table I

<table>
<thead>
<tr>
<th>Overhead Type</th>
<th>( t_{rv}(s) )</th>
<th>( t_{fltr}(s) )</th>
<th>( t_{tx}(s) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>corr. ID filtering</td>
<td>( 8.52 \cdot 10^{-7} )</td>
<td>( 7.02 \cdot 10^{-6} )</td>
<td>( 1.70 \cdot 10^{-5} )</td>
</tr>
<tr>
<td>app. prop. filtering</td>
<td>( 4.10 \cdot 10^{-6} )</td>
<td>( 1.46 \cdot 10^{-5} )</td>
<td>( 1.62 \cdot 10^{-5} )</td>
</tr>
</tbody>
</table>

We calculate the message throughput based on these values and Equation (1) for all measured data points, and plot the results with dashed lines in Figure 4. The throughput from our analytical model agrees very well with our measurements for all numbers of filters \( n_{fltr} \) and all replication grades \( R \). Thus, if we know the number of installed filters \( n_{fltr} \) on the JMS server and the mean \( E[R] \) of the message replication grade in a certain application scenario, we have a model that allows the prediction of the average message processing time \( E[B] \) and the server capacity in terms of message throughput.

IV. ANANTICAL PERFORMANCE EVALUATION

Based on the performance model and parameters obtained in Section III, we investigate now the JMS server capacity in different application scenarios by a rough average calculation and the message waiting time by careful queueing theoretical observations. Finally, we compare design alternatives for distributed JMS systems regarding their capacity to illustrate the usefulness of our findings.

A. JMS Server Capacity

To get a feeling for capacity of the FioranoMQ JMS server, we investigate the mean message processing time depending on the number of filters and predict the server capacity.
1) Average Message Service Time: With Equation (1) it is clear that the message service time increases linearly with the number of filters. Figure 5 illustrates the mean for the message service time $E[B]$ depending on the number of filters $n_{\text{fltr}}$ and the average replication grade $E[R]$. The results are shown for both correlation ID filtering and for application property filtering. For small values of $n_{\text{fltr}}$, the average message service time $E[B]$ is dominated by the average replication grade $E[R]$ but for large values of $n_{\text{fltr}}$, the linear growth clearly dominates the influence of the message replication grade. Note that both the $x$- and the $y$-axis have a logarithmic scale. Thus, the service time for a message ranges over several orders of magnitude, which is due to different message replication grades, to the linear growth of $E[B]$ with $n_{\text{fltr}}$, and to filter type specific values of $t_{\text{rev}}$, $t_{\text{fltr}}$, and $t_x$. Hence, it is strongly application scenario specific.
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Fig. 5. Impact of the number of filters $n_{\text{fltr}}$, the average replication grade $E[R]$, and the filter type on the average message service time $E[B]$.

2) Server Capacity: We define the server capacity by the maximum supportable load in terms of messages per second. If we allow a server CPU utilization of $\rho$, we can compute the server capacity in terms of received message throughput by

$$\lambda_{\text{max}} = \frac{\rho}{E[B]}$$  \hspace{1cm} (2)

Figure 6 shows the server capacity for a maximum server CPU utilization of 90% for the same application scenarios like above. Figure 6 shows the server capacity $\lambda_{\text{max}}$ depending on the same parameters like above but for the sake of clarity we omitted the results for application property filtering. Like the service time, the server capacity ranges also over several orders of magnitude due to Equation (2). It is obvious that the server capacity decreases both with an increasing number of filters $n_{\text{fltr}}$ and with an increasing average replication grade $E[R]$. Filters protect the subscribers from undesired messages, they reduce the replication grade which limits the network traffic and improves potentially the server capacity. However, the latter objective is not always achieved. This is also shown in Figure 6: A message replication grade of $E[R] = 10$ (100) without filters effects the same capacity reduction like a message replication grade of $E[R] = 1$ and $n_{\text{fltr}} = 22$ (240) filters.

This leads to the question: when should a filter be applied to increase the server throughput? We consider an information consumer $q$ that has installed $n_{q_{\text{fltr}}}$ filters on the server. Furthermore, we assume that these filters receive the proportion $p_{\text{match}}^q$ of all messages. On the one hand, the filters increase the message processing time by $n_{q_{\text{fltr}}}^t_{\text{fltr}}$ but on the other hand, they reduce it by $(1-p_{\text{match}}^q) \cdot t_x$. Thus, these filters increase the server capacity if the following inequality holds.

$$n_{q_{\text{fltr}}}^t_{\text{fltr}} < (1-p_{\text{match}}^q) \cdot t_x$$  \hspace{1cm} (3)

Taking the values of Table I into account, a single or two correlation ID filters ($n_{q_{\text{fltr}}}^t_{\text{fltr}} \in \{1,2\}$) should be used if their match probability is smaller than 58.7% or 17.4%, respectively. Three or more filters per consumer slow down the server more than forwarding any message if no filters are set. A single application property filter ($n_{q_{\text{fltr}}}^t_{\text{fltr}}=1$) should be used if its match probability is smaller than 9.9%. Like above, two or more filters per consumer cannot lead to a capacity increase of the JMS server. However, filters are primarily used to protect the consumers against too many unwanted messages and the network against overload.

B. Analysis of the Message Waiting Time

The objective of this section is the investigation of the message waiting time. We model first the JMS server by a simple queueing system and discuss various distribution models for the message replication grade which impacts the variability of the service time. Then, we study the mean, the distribution, and in particular the 99% and the 99.99% quantile of the message waiting time depending on the average server utilization.

1) A Simple Queuing Model for JMS Servers: With our version of FioranoMQ, the major part of the messages are queued at the publisher site due to a kind of push-back mechanism. As a consequence, we did not observe any message loss due to
buffer overflow at the JMS server. In our experiments, we used permanently sending publishers that were only slowed down by the push-back mechanism of the JMS server. However, in reality, the arrival process is stochastic, i.e., the publishers do not send in a saturated manner. If the JMS server is not overloaded and if its message buffer is large enough to absorb all arriving messages, we can well approximate the complex overall system by a single message queue at the JMS server site. This is depicted by Figure 7. The arrival rate $\lambda = \sum_{0<i<n} \lambda_i$ for that queue is the sum of the message rates $\lambda_i$ from all publishers.
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Fig. 7. A simple queuing model for a JMS server: $M/GI/1-\infty$.

Furthermore, we assume a Poisson model for the arrival process in the busy hour, i.e., the inter-arrival times are exponentially distributed and the message arrival rate is denoted by $\lambda$. This is a reasonable assumption since technical processes are often triggered by human beings. Messages are served sequentially by the server with their processing time $B$. This random variable has a general distribution. Thus, we can model the system by an $M/GI/1-\infty$ queue. The first and second moment of the message waiting time in this queuing system is given by

$$E[W] = \frac{\lambda \cdot E[B]^2}{2 \cdot (1 - \rho)}$$

$$E[W^2] = 2 \cdot E[W]^2 + \frac{\lambda \cdot E[B^3]}{3 \cdot (1 - \rho)}$$

with

$$\rho = \frac{\lambda \cdot E[B]}{2}$$

being the utilization of the server [20].

2) Model for the Message Service Time: The formulae for the first two moments of the message waiting time (Equations (4) and (5)) require the first three moments of the message service time. The service time $B$ for a message is composed of a constant part $D=tx + n_{\text{filt}} \cdot t_{\text{filt}}$ and a variable part $V = R \cdot t_x$ such that the first three moments can be calculated by

$$E[B] = E[D + V] = D + E[R] \cdot t_x$$

$$E[B^2] = E[(D + V)^2] = D^2 + D \cdot t_x \cdot E[R] + t_x^2 \cdot E[R^2]$$

$$E[B^3] = E[(D + V)^3] = D^3 + 3 \cdot D^2 \cdot t_x \cdot E[R] + 3 \cdot D \cdot t_x^2 \cdot E[R^2] + t_x^3 \cdot E[R^3]$$

To conduct a parameter study of the waiting time distribution depending on the mean $E[B]$ of the service time $B$ and its coefficient of variation

$$c_{\text{var}}[B] = \frac{\sqrt{E[B^2] - E[B]^2}}{E[B]}$$

we calculate the required $E[R]$ from Equation (7), and use $E[R]$ and Equation (8) to calculate $E[R^2]$. Depending on the appropriate model for the message replication grade $R$, we get $E[B^3]$ by using Equation (9) and the third moment of the respective distribution for the replication grade. In the following, we discuss various distributions to model the replication grade $R$.

a) Deterministic Distribution: If the replication grade is constant, say $r$, the distribution of the message processing time $B$ is also deterministic and its coefficient of variation is $c_{\text{var}}[B] = 0$. Furthermore, the second and third moments of the message replication grade are

$$E[R^2] = \frac{E[R]^2}{E[R]}$$

$$E[R^3] = \frac{E[R]^3}{E[R]}$$

This model is very static and probably not appropriate to characterize real world scenarios.

b) Scaled Bernoulli Distribution: With a probability of $p_{\text{match}}$, a message is forwarded by all $n_{\text{filt}}$ filters and with a probability of $1-p_{\text{match}}$, the message is forwarded not at all. This can be modelled by a scaled Bernoulli distribution. The corresponding first two moments are

$$E[R] = p_{\text{match}} \cdot n_{\text{filt}}$$

$$E[R^2] = p_{\text{match}} \cdot n_{\text{filt}}$$

The model parameters can be calculated vice-versa by $n_{\text{filt}} = E[R] / p_{\text{match}}$ and $p_{\text{match}} = E[R] / n_{\text{filt}}$. Furthermore, the third moment is

$$E[R^3] = \frac{E[R]^2}{E[R]}$$

We are interested in the coefficient of variation $c_{\text{var}}[B]$ of the message service time which is based on a message replication grade which is distributed according to this scaled Bernoulli distribution. We calculate it using Equations (10), (7), and (8). Figure 8 shows $c_{\text{var}}[B]$ depending on the number of filters $n_{\text{filt}}$, the match probability $p_{\text{match}}$, and the filter type. The coefficient of variation $c_{\text{var}}[B]$ converges for an increasing number of filters to values that depend on $p_{\text{match}}$ and the filter type. The coefficient of variation is at most $c_{\text{var}}[B] = 0.65$ and we cannot find any larger values for any other parameters of $p_{\text{match}}$.

c) Binomial Distribution: The scaled Bernoulli distribution is probably not realistic enough to model the distribution of the message replication grade. Now, we assume that the $n_{\text{filt}}$ filters match messages independently of each other with a probability of $p_{\text{match}}$. Then, the resulting replication grade follows a Binomial distribution:

$$P(R=k) = \binom{n_{\text{filt}}}{k} \cdot p_{\text{match}}^k \cdot (1 - p_{\text{match}})^{n_{\text{filt}}-k}.$$
that the coefficient of variation

We conduct the same study like above and observe in Figure 9 an increasing number of filters \(n\) in a specific application scenario with \(\rho\). Figure 8. Impact of the number of filters on the coefficient of variation \(c_{\text{var}}[B]\) of the message processing time \(B\) for a replication grade \(R\) distributed according to a scaled Bernoulli distribution.

Furthermore, the second and third moments [21] are

\[
E[R^2] = n_{\text{flt}} \cdot p_{\text{match}} \cdot (1 - p_{\text{match}}) \\
E[R^3] = E[R^2] - E[R^2] \cdot E[R] \cdot E[R^2] + 2 \cdot E[R^2] \cdot E[R^2] 
\]

We conduct the same study like above and observe in Figure 9 that the coefficient of variation \(c_{\text{var}}[B]\) decreases quickly for an increasing number of filters \(n_{\text{flt}}\) to values of 0.064 and 0.033, which depends on the filter type.

After all, the second moment of the service time is bound by Equation (8) and the second moment of the replication grade (cf. Equations (11), (14), and (17), respectively). Realistic coefficients of variations of the message service time lie between 0 and 0.2 and coefficients larger than 0.65 are impossible. Therefore, we work in the following exemplarily with the values 0, 0.2, and 0.4 because only they cover realistic scenarios.

3) Average Message Waiting Time: The average message waiting time at the JMS server can be calculated with Equation (4). Figure 10 shows it depending on the server utilization \(\rho\) in a specific application scenario with \(n_{\text{flt}} = 100\) correlation ID filters and a constant replication grade of \(R = 1\). The left y-axis shows the corresponding waiting time in ms. It is a trivial result that the average waiting time \(E[W]\) increases with \(\rho\). We can generalize the result by indicating the waiting time as a multiple of the average message processing time \(E[B]\) on the right y-axis, which also approximates the mean queue length in packets. Based on this normalized y-axis, we can easily compare the average message waiting time \(E[W]\) from different application scenarios that have different means \(E[B]\) and coefficients of variations \(c_{\text{var}}[B]\). Figure 10 illustrates that the mean waiting time is sensitive to the coefficient of variation of the message processing time \(B\) and that it increases with \(c_{\text{var}}[B]\). Note that the normalized diagram in Figure 10 provides also a lookup table for the average message waiting time \(E[W]\) in any application scenario with a matching coefficient of variation \(c_{\text{var}}[B]\).

4) Message Waiting Time Distribution: In addition to the mean of the waiting time, its distribution is of interest. According to the \(M/G/1\) queuing formulae, the waiting time probability for a message is \(p_w = \rho\). With Equations (4) and (5) we know the first and second moment of the message waiting time such that we can calculate the first and second moment of the waiting time \(W_1\) regarding only delayed calls by

\[
E[W_1] = \frac{E[W]}{\rho} , \quad E[W_1^2] = \frac{E[W^2]}{\rho} 
\]

The Gamma distribution has a positive range and can be viewed as the continuation of the exponential and Erlang distribution for coefficients of variations different from \(c_{\text{var}}[X] = \frac{1}{4}\). We approximate the waiting time distribution of the delayed calls \(P(W_1 \leq t)\) by fitting their two parameters \(\alpha = \frac{1}{c_{\text{var}}[W]}\) and \(\beta = \frac{E[W]}{\alpha}\). Thus, we get the waiting time distribution regarding all calls by

\[
P(W \leq t) = (1 - \rho) + \rho \cdot P(W_1 \leq t). 
\]

This Gamma-approximation is exact for an exponentially distributed service time and leads to very good approximation results for other service time distributions [23].
Figure 11 shows the complementary distribution function of the message waiting time $W$ for a server utilization of $\rho = 0.9$ and for a coefficient of variation of $c_{\text{var}}[B] = 0$, 0.2, and 0.4 on a normalized x-axis. The distribution functions are clearly shifted towards larger waiting time values with increasing $c_{\text{var}}[B]$, which is consistent with the results obtained in Section IV-B.3. The deterministic, the scaled Bernoulli, and the Binomial distribution coincide for $c_{\text{var}}[B] = 0$ and lead, therefore, to the same waiting time distribution of the messages. Furthermore, we can hardly see any difference between the waiting time distribution function for the binomial and the Bernoulli distribution of the replication grade $R$. Thus, we can neglect the exact distribution type of the message service time and work with its first two moments instead. In the following, we assume a messages service time based on a binomially distributed message replication grade $R$.

5) Message Waiting Time Quantile: The $p$-quantile or $p$-percentile $Q_p[W]$ specifies the lowest duration for which $P(W \leq Q_p[W]) \geq p$ holds. It says “$p \cdot 100\%$ of all messages wait shorter than $Q_p[W]$” and yields thereby a “quasi upper bound” on $W$ if $p$ is large. Figure 12 shows the 99% and 99.99% quantile of the waiting time on a normalized y-axis depending on the server utilization $\rho$ and the coefficient of variation $c_{\text{var}}[B]$ of the message service time. The 99.99% quantile of the waiting time is substantially larger than the 99% quantile. The quantiles increase with the server utilization $\rho$ and are substantially larger than the means of the waiting time $E[W]$ in Figure 10. The impact of the coefficient of variation $c_{\text{var}}[B]$ is notable but the impact of the server utilization $\rho$ is much larger since the considered coefficients of variation are all quite small. If we limit the server utilization to $\rho = 0.9$, the message waiting time is less than $50 \cdot E[B]$, i.e., a waiting time of $50 \cdot E[B]$ is not exceeded with a probability of 99.99%. Hence, a sufficient high throughput is achieved, the waiting time is small. Therefore, we neglect the waiting time in the next section.

C. Performance Comparison of Distributed JMS Server Architectures

The capacity of a JMS server is bounded by the performance of its CPU. If it does not suffice to support a certain message rate from $n$ publishers to $m$ subscribers, a distributed architecture might be useful to alleviate the problem. We consider two basically different simple architectures: publisher-side JMS server replication and subscriber-side JMS server replication.

1) Publisher-Side JMS Server Replication (PSR): With publisher-side JMS server replication (PSR), each publisher has its own local JMS server for which subscribers can register. The concept is visualized in Figure 13. Each publisher-side $M/G/1-\infty$ system supports a message rate $\lambda_i$ and their average message replication grade is $E[R_i]$. Since the messages are filtered already at the publishers, the traffic load imposed on the network interconnecting publishers and subscribers is $\Sigma_{0<i<n} \lambda_i \cdot E[R_i]$.

A drawback of this distributed PSR architecture is the fact that all subscribers have to register in parallel for $n$ JMS servers at distributed publisher sites instead of to a single one. This disturbs the elegant communication interface of JMS over a single server. Thus, additional entities must be introduced to allow a transparent communication like with a single server, but this is not scope of this paper.

2) Subscriber-Side JMS Server Replication (SSR): With subscriber-side JMS server replication (SSR), each subscriber has its own JMS server for which publishers can register. The concept is visualized in Figure 14. Since the messages are filtered only at the subscribers, the message rate for each subscriber-side $M/G/1-\infty$ system is $\lambda = \Sigma_{1 \leq i \leq n} \lambda_i$. Thus, the overall traffic carried in the network is $m \cdot \lambda$. Since $m$ is an upper bound on $R$, SSR produces significantly more traffic in the network than PSR. Like with PSR, the elegant

---

1If the average replication grade is $E[R] = 1$ in the above scenario, up to 1369 or 2845 filters may be installed on the JMS server for application property or correlation ID filtering, respectively.
communication interface of JMS is also compromised by the SSR architecture because every publisher needs to multicast its messages to all JMS servers at m different subscriber sites instead of to a single one. However, this problem is not our present concern.

3) Capacity Comparison of PSR and SSR: For the performance comparison of both architectures we consider the following environment. All nodes have the same computation power. In particular, we assume that they have the same capacity as the machines in our experiments in Section III because our numerical study relies on the values $t_{rcv}$, $t_{filt}$, and $t_{tx}$ that were obtained for these machines. Furthermore, the message rates $\lambda_i$ of all publishers are equal and the average replication grades $E[R_i]$ for their messages are the same such that we can denote them uniformly by $E[R]$. In addition, each subscriber has $n_{filt} = 10$ different filters.

For PSR, the capacity of the distributed JMS system $\lambda_{PSR}^{max} = n \cdot \min_{1 \leq i \leq n}(\lambda_i^{max})$ is the n-fold multiple of the minimum of all individual JMS server capacities $\lambda_i^{max}$. Similarly to Equation (2), it can be calculated under the above stated assumptions by

$$\lambda_{PSR}^{max} = \rho \cdot n \cdot \left(t_{rcv} + m \cdot n_{filt} \cdot t_{filt} + E[R] \cdot t_{tx}\right)^{-1}$$

Thus, the system capacity depends on $n$ and $m$ and is thereby application scenario specific.

In case of subscriber-side JMS server replication, the capacity of the distributed JMS system $\lambda_{SSR}^{max} = \min_{1 \leq i \leq m}(\lambda_i^{max})$ is the minimum of all individual JMS server capacities $\lambda_i^{max}$. It can be calculated under the above stated assumptions by

$$\lambda_{SSR}^{max} = \rho \cdot \left(t_{rcv} + n_{filt} \cdot t_{filt} + E[R] \cdot t_{tx}\right)^{-1}$$

In contrast to $\lambda_{PSR}^{max}$, the expression for $\lambda_{SSR}^{max}$ is independent of $n$ and $m$.

Figure 15 illustrates the impact of the parameters $n$ and $m$ on the capacities $\lambda_{PSR}^{max}$ and $\lambda_{SSR}^{max}$ of both distributed JMS systems. The results are calculated for an average replication grade of $E[R] = 1$, a maximum server utilization of $\rho = 0.9$, and correlation ID filtering. The capacity $\lambda_{SSR}^{max}$ for SSR yields a horizontal line since it is independent of the parameters $n$ and $m$. The capacity for PSR increases linearly with $n$ and decreases about reciprocally for large values of $m$. PSR outperforms SSR for medium or large values of $n$ and for small or medium values of $m$. Note that a large $m$ can reduce the capacity of a single JMS server so much that waiting time problems arise. For example, for $m = 10^4$ and a large $n$ the distributed system has still a large capacity but the capacity of a single publisher-side server is only $7\text{ msgs/s}$ leading to average waiting times of $1\text{ s}$ and to $99.99\%$ quantiles of $10\text{ s}$. We get similar results for application property filtering. The capacity lines in Figure 15 intersect where both Equations (21) and (22) yield the same results. Thus, we follow that PSR outperforms SSR if the following inequality holds

$$n > \frac{t_{rcv} + m \cdot n_{filt} \cdot t_{filt} + E[R] \cdot t_{tx}}{t_{rcv} + n_{filt} \cdot t_{filt} + E[R] \cdot t_{tx}}$$

It gives a recommendation under which circumstances PSR or SSR should be implemented to cope with a large number of publishers or subscribers.

After all, PSR achieves system capacity scalability with respect to an increasing number of publishers, but the capacity degrades with an increasing number of subscribers. In contrast, SSR provides system capacity scalability for an increasing number of subscribers but its capacity does not scale with an increasing number of publishers. Hence, neither architecture yields a viable solution for the general scalability of the capacity of JMS servers. Therefore, we are working currently on such a solution.

V. CONCLUSION

In this work, we have investigated the throughput performance of the FioranoMQ JMS server. We set up a testbed
to measure the throughput for application scenarios with different message replication grade $R$, different numbers of filters $\beta_{it}$, and different filter types. From these results, we derived a simple model for the message processing time which provided the base for the further performance evaluation. This formula is especially useful in practice because it predicts the maximum message throughput of a JMS server for a planned application scenario.

We observed from our analytical parameter study that the values for both the message processing time and the corresponding server capacity $\lambda_{\text{max}}$ in msgs/s range over several orders of magnitude depending on the application scenario. Both additional filters and unnecessarily sent messages reduce the JMS server capacity. Thus, we studied this phenomenon and gave a recommendation for the configuration of subscribers to maximize the JMS server capacity based on the message match probability of filters. We modelled the JMS server by an $M/\text{GI}/1 - \infty$ queuing system and presented three different distributions for the message replication grade, which lead to significantly different variabilities of the message processing time. We showed that the average message waiting time is mainly influenced by the server utilization and our sensitivity analysis showed that the processing time variability plays only a marginal role. We used a normalized diagram which can be used as a lookup table for various application scenarios. The 99.99% quantile gives a “quasi upper bound” on the waiting time and an estimate on the required buffer space at the JMS server. Finally, we concluded that extensive waiting times do not occur as long as the server is not overloaded and as long as its throughput is medium or high. These results are of general nature and are also valid for other servers than the FioranoMQ.

Finally, we introduced two distributed JMS server architectures: publisher- and subscriber-side server replication (PSR, SSR). We compared the capacity of both alternatives by the use of our simple throughput model. The capacity $\lambda_{\text{max, PSR}}$ of PSR scales well for an increasing number of publishers and the capacity $\lambda_{\text{max, SSR}}$ of SSR scales well for an increasing number of subscribers. However, none of them scales well for both requirements. We gave recommendations for the usage of PSR or SSR depending on the application scenario.

Currently, we validate our model for other JMS servers than FioranoMQ [18],[24]–[26]. In addition, we investigate the message throughput performance of server clusters and work on concepts to achieve true JMS system scalability regarding their capacity.
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