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Abstract

The IETF currently discusses fast reroute mechanisms foetRorks (IP FRR).
IP FRR accelerates the recovery in case of network elemduateaiand avoids
micro-loops during re-convergence. Several mechanisengraposed. Loop-free
alternates (LFAs) are simple but cannot cover all single &nd node failures.
Not-via addresses can protect against these failures éuare complex, in par-
ticular, they use tunneling techniques to deviate baclaifidr In the IETF it has
been proposed to combine both mechanisms to merge themtadyes: simplicity
and full failure coverage.

This work analyzes LFAs and classifies them according to tislities. We
gualitatively compare LFAs and not-via addresses and dpwetoncept for their
combined application to achieve 100% single failure cogeravhile using sim-
ple LFAs wherever possible. The applicability of existingAs depends on the
resilience requirements of the network. We study the bagaip length and the
link utilization for both IP FRR methods and quantify the desidation load and
the increase of the routing table size caused by not-viaesdds. We conclude
that the combined usage of both methods has no advantageacednp the ap-
plication of not-via addresses only.
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1. Introduction

Failures of network elements are common and inevitable enogheration of
communication networks [1]. Therefore, resilience medras are required to
maintain the connectivity in failure cases. Re-convergeidhe routing tables
is a simple restoration mechanism in IP networks. It is rofRis but slow [3].
New emerging services such as voice over IP, virtual primatesorks for finance,
and other real-time business applications require stninggrvice availability and
reliability. Their demand for a very fast reaction to fadsred to the development
of fast reroute (FRR) techniques where backup paths are bla#a each inter-
mediate node of a primary path for immediate local failoéor multiprotocol
label switching (MPLS) technology, two different FRR apprioas have already
been standardized [4].

Pure IP networks also need fast resilience. Current IETRl&aid other
publications propose various methods for IP FRR [5, 6, 7, 8,B#sides quick
failure recovery, IP FRR is helpful to prevent packet losssealby micro-loops
which possibly occur in the routing re-convergence phad® ofetworks. Local
failure recovery suppresses network-wide failure notiitccaand thereby global
re-convergence. This avoids micro-loops for short-livailufes which is a big
advantage since 50% of all failures last less than a minyte]Jl In case of long-
lived failures, IP FRR is useful to gain time for ordered Idogee convergence as
suggested in [11]. It is widely believed that IP FRR mechasistmould protect
against all probable failures, e.qg., all single link faélsiand possibly also all single
node failures. Moreover, fast protection mechanisms shoat make difficult
situations more critical, in particular, they should n@deo routing loops in case
of unanticipated multiple failures.

In this paper we focus on two IP FRR mechanisms: loop-frearaltes
(LFAs) and not-via addresses. LFAs redirect traffic to nea@ing nodes that still
have a shortest path towards the destination avoiding tleelfelement [6]. LFAS
are simple but cannot protect all single failures. Some L&fesable to protect
only link failures, others protect also router failuresn&dead to routing loops in
case of multiple failures, others are safe. Not-via adéxepsovide local IP-in-1P
tunnels to the next-next-hop (NNHOP) around the failed eleni7]. They are
more complex. Forwarding tables require additional estfte the new not-via
addresses and the associated path calculation impligficigrly more computa-
tion effort than normal addresses. Tunneling might leadaickpt fragmentation
due to MTU limitations and it requires decapsulation at tenel egress router
which possibly reduces its forwarding speed. However,wtaddresses offer



100% failure coverage. Thus, it has been proposed in the tETépair failures
with LFAs wherever possible and use not-via addresses amlyhe remaining
scenarios [5, 7].

This paper has several contributions. First, we provideva classification
for LFAs with respect to their failure protection capalég. Second, we discuss
the pros and cons of LFAs and not-via addresses. Third, weepte@ concept for
the combined application of LFAs and not-via addresses.rtkpwe study the
backup path length and the link utilization for both IP FRR noets and quantify
the decapsulation load and the increase of the routingdatslased by not-via
addresses. Fifth, we conclude that the combined usagelohiethods to achieve
100% single failure coverage has no advantage compared &plication of not-
via addresses only.

The paper is structured as follows. Section 2 introducesvectassification of
LFAs. Section 3 explains not-via addresses. In Section 4uaétgtively compare
both mechanisms and propose a concept for their combinditagomn to fulfill
various resilience requirements. Section 5 presents drdpnets the results of
our performance evaluation. After a short discussion @iteel work in Section 6,
we summarize our conclusions in Section 7.

2. Classification of Loop-Free Alternates

In this section we review the definition of LFAs and classhgmn according
to their failure protection capabilities.

2.1. Definition of LFAs

We consider asource nodeS and aprotected next ho@” on a shortest path
towardsdestinationD. Anotherneighbor nodeV of S provides a loop-free alter-
nate (LFA) when it has a shortest path towarfdsvhich does not contail§ and
P [6]. Iflink S — P or nodeP fails, S forwards the traffic destined tb over
N instead ofP, and from/N the deviated packets take the shortest path towards
D. Thus, LFAN provides at nodé& for destinationD protection against the fail-
ure of link S — P or nodeP. LFAs for each destination are pre-computed and
installed in the forwarding information base (FIB) of a rautehe RFC 5286 [6]
specifies three criteria for LFAs to guarantee differeneélsof protection quality
and loop avoidance. We illustrate these conditions andigec classification of
neighbor nodes as LFAs with respect to their failure prade@ctapabilities.



2.2. Loop-Free Condition (LFC)

We consider sourcg and destinatiorD in Figure 1. The numbers associated
with the links are the link metrics taken into account forrsést path computation.
When link,S — P fails, packets can only be rerouted over neighNoHowever,
this creates a forwarding loop because the shortest path Afdo D leads over
S. Therefore N cannot be used as LFA l#yto protect the failure of links — P.

To avoid such loops, the following loop-free condition (LR@Yst be met:

dist(N, D) < dist(N, S) + dist(S, D). (1)

In Figure 2 both neighbord; and N, of sources fulfill this condition with regard
to destinationD. The example in Figure 1 illustrates that there are ceriagies
link or node failures that cannot be protected by LFASs.
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Figure 1: The neighbolN of S cannot be used as LFA toward® because it does not meet the
loop-free condition (LFC).

2.3. Node-Protection Condition (NPC)

We consider the failure of node in Figure 2. When LFAs are installed that
meet the LFCS reroutes traffic to neighbaW; where the next hop is agaif.
N reroutes the traffic back t6 and a routing loop occurs. Therefor€; cannot
be used as LFA by to protect the failure of nod&. However,N; can be used
for that objective. A neighbor nod® must meet the following node-protection
condition (NPC) to protect the failure of a node

dist N, D) < dist(N, P) + dist(P, D) )

An LFA meeting the LFC only is called link-protecting whila &FA also meeting
the NPC is called node-protecting. Since the NPC implies. f@*, every node-
protecting LFA is also link-protecting, but not vice-versa

Ydist(N, D) <NPC dist(N, P) + dist(P, D) <® dist(N, S) + dist(S, P) + dist(P, D) =®
dist(N, S) +dist(S, D) — (a) follows from the triangular equation, (b) holds sinlve shortest path
from S'to D leads viaP.
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Figure 2: Only the node-protecting LFA, can be used to protect against the failure of néde

2.4. Downstream Condition (DSC)

We consider sourcé and destinationD in Figure 3. N provides a node-
protecting LFA forS. If two nodesPs and Py fail simultaneouslyS reroutes its
traffic to N. N cannot forward the packets either, and reroutes themwdich
is a node-protecting LFA folV in that case. Thus, a routing loop occurs. Such
loops which can appear in case of multiple failures can bé&adoif only LFAs
are used that comply with the downstream condition (DSC):

dist(N, D) < dist(S, D) (3)

An LFA fulfilling this condition is called downstream LFA. Awing only down-
stream LFAs guarantees loop avoidance for all possiblar&slbecause packets
get always closer to the destination. In Figure\3can be used as downstream
LFA for S but not vice-versa which avoids the routing loop in our exEmpv
must use another neighbor — if available — to protect ag#uestailure of Py .
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Figure 3: NeighbotV is a downstream LFA of' but not vice-versa. The use of only downstream
LFAs avoids loops in the presence of multiple failures.



2.5. Equal-Cost Alternates (ECAS)

A special case of LFAs are equal-cost alternates (ECAs) alternative next
hops which provide an alternative path that is not longem tha primary path. An
example is depicted in Figure 4. Sourg&nows several equal-cost paths towards
D. If its next hopP fails, it can use any of the remaining equal-cost paths as LFA
that do not contain the failed element. Thus, eitNeior N, may be used as ECA
and even both may be used at the same time. In particulag gtindard routing
uses the equal-cost multipath (ECMP) option, the trafficcaéfé by the failure is
equally redistributed over the remaining paths. It is eassee that ECAs cannot
create loops in case of multiple failures as they are alwaygndtream LFAs.
They are link-protecting but not necessarily node-pratgofsee/N; in Figure 4).
This also shows that downstream LFAs are not necessarilg-poatecting.

- :-.:‘;a\ — Primary path

; \\ === Link-protecting ECA

q \ és\---» Node-protecting ECA
N P \

Figure 4: The equal-cost alternates (ECA§)and N, provide alternate paths of the same length
as the primary pathV; is just link-protecting whileVs is node-protecting.

2.6. Classification of LFAs

The conditions above limit the number of neighbor nodes tvisen be used
as potential LFAs and thereby create sets of neighbors fférent abilities to
protect against failures and to avoid loops. The Venn diagraFigure 5 parti-
tions the set of neighbor nodes into 7 different categoriagual-cost alternates
(ECAS) are always downstream LFAs (fulfill DSC). DownstreanhAklare always
loop-free (fulfill LFC). Some neighbor nodes do not meet anthefcorrespond-
ing conditions. Thus, the set of ECAs is contained in the sdbafnstream LFAS
which is part of the set of general LFAs which are a subsetlafeaghbor nodes.
The node-protecting property of LFAs is orthogonal to tHeeotonditions. There
are representatives for every proposed category. Both beigiodes in Figure 4
are ECAs, but onlyV; is node-protecting/V; in Figure 2 andV in Figure 3 are
both downstream LFAs, but onlyy is node-protecting./V, in Figure 2 is a non-
downstream LFA and node-protecting, and examples for rmwndtream LFAS
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which are not node-protecting can also be constructed. NodeFigure 1 does
not meet any condition and cannot be used as LFA.

@

® loop-free altefrnates (LFAs) ©)

(5) downstream LFAs (DLFAs) (2)

©® equal-costalternates (ECAs) @
— AN /

Y h
only link-protecting (LP) node-protecting (NP)

Figure 5: Classification of neighbor nodes with regard tartakility as forwarding alternates to
protect failures and to prevent loops.

We order the LFA categories in Figure 5 according to a posgibéference
for their usage as LFAs (the ultimate preference is the nétaperator’s decision

[6]):

1. node-protecting ECAs,

node-protecting downstream LFAS,

node-protecting LFAs that do not fulfill the downstreamdition,
ECAs that are just link-protecting,

downstream LFAs that are just link-protecting,

LFAs that are just link-protecting and do not fulfill the DS

o gk wnN

Class (7) contains neighbors that cannot be used as LFAs asrd@te routing
loops.

3. IP Fast Reroute Using Not-Via Addresses

Not-via addresses provide explicit protection tunnelsnfra source nodé&
around a protected next hop (NHOP)towards the next-next hop (NNHORY
that all lie on a primary path fron§ to D. This tunnel is implemented using IP-
in-IP encapsulation. Figure 6(a) illustrates this concépte backup path goes
from S via N to M where primary and backup paths merge. However, wkien
addresses encapsulated packets to the normal addrebey are carried frony
over P to M asP lies on the shortest path frosito M. Thus, a mechanism is
needed to carry backup traffic froto M not via P. To that end, a so-called
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not-via address M not via P” (or short: Mp) is introduced and packets destined
to that address are never routed okellf NHOP P is not reachable fromy due to

a link or node failure S encapsulates packets destinedxan another IP packet
addressed to NNHOR/ using its not-via addres&lp. The packets are carried
from S not-via P to M, decapsulated at/, and from there the original packets
are further forwarded t®.
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(a) S detects failure of next hdp: packets are encapsulated and carriefi/tmot via P using the
not-via addresd/p.

— Primary path  ---» Repair IP tunnel

(b) Next hopD is the destination, failure of last link — D: S encapsulates packets with address
Ds and forwards them to one of its neighbors. From there, theyf@warded toD not via S
avoiding the failed link.

Figure 6: Use of not-via addresses to protect the failur@teirimediate nodes and links, and the
last link.

IP FRR using not-via addresses requires additional entmiéisal forwarding
tables for not-via addresses. Not-via addresses have itimeMy wherep can be
any node and/ can be any of its neighbors. Therefore, the number of noagata
dresses equals the number of unidirectional links in thevort The forwarding
entries for the not-via addresses can be constructed hybdigtd routing algo-
rithms [7]. Essentially, the path computation fdfp is based on the topology
whereP is removed.



Figure 6(b) shows how not-via addresses can be used to ptbheelast link,
i.e. when the NHOP is already the destinatibn In contrast to above, node
assumes that only the next link instead of the NHOP has faddterwise, the
packet could not be delivered anywayencapsulates the packet and addresses it
towardsDs. The meaning oDs at nodeS is that the direct linkS — D must not
be used. Instead, the packet is forwarded to a neighbor titaeiD that passes it
on towardsD. Since the packet is sent 10s, it cannot loop back t&. Finally,

D decapsulates the packet and the original packet has redshibtination. If
indeed not only linkS — D but also nodeD has failed, the packet is discarded as
soon as it reaches another neighbofof

IP FRR using not-via addresses guarantees 100% failure agerdor single
link and node failures unless there is an articulation pioitiie network that splits
the network into two disconnected parts. The concept is sienjlar to the MPLS
FRR facility backup option which installs local bypassesyverg NNHOP [12].
However, the backup paths in MPLS may follow explicit routdserefore, the
path layout of MPLS-FRR has more degrees of freedom than teeblP FRR
using not-via addresses.

—> Primary path === Repair IP tunnel

Figure 7: Unnecessarily long backup paths occur if the tUinom S to the NNHOPM intersects
with the downstream paths froM to D.

Not-via detour paths can be unnecessarily long and wastcitgpbut they
do not create loops. In the example in Figure 7, packets areaity carried from
Sto D over P, M, and A. If P fails, these packets are tunneledfp such
that they take the long pathi A, M, A, D. However, it is theoretically possible
to perform an operation analogous to penultimate hop popipiMPLS. When
a packet arrives at a router whose pathModoes not traverse the failure and
the next hop taVlp is the same as the next hop ié, the encapsulation can be
removed and backtracking can be avoided.



— Primary path = Repair IP tunnel

Figure 8: Routing loops can occur if packets are recursitgipeled to not-via addresses in case
of multiple failures. Therefore, recursive tunneling td-n@ addresses is prohibited.

To prevent routing loops after simultaneous multiple fick) recursive tunnel-
ing using not-via addresses is prohibited [7]. In the exampFigure 8,5 cannot
deliver packets td if nodesPs and P4 fail. S encapsulates packets fowith
the not-via addres&lps and sends them td. A cannot forward the packets id
becauseP, also fails. If recursive tunneling was allowed,would encapsulate
the packets with the not-via addre&® 4 and return them t&' creating a routing
loop.

4. Comparison of LFAs, Not-Via Addresses, and their Combined\pplication

In this section, we qualitatively compare LFAs and not-\dd@esses and pro-
pose a concept for their combined application in networkhk different resilience
requirements.

4.1. Pros and Cons of LFAs and Not-Via Addresses

We discuss LFAs and not-via addresses with respect to \sapmperties that
are important for FRR mechanisms.

4.1.1. Backup Path Length

With LFAs, traffic is carried from the LFAV directly to the destinatiorD
along a shortest path. This is different with not-via adgess They deviate the
traffic around the failed element and merge the backup amdaoyi path at the
NNHOP. The example in Figure 7 shows that this can lead toeessarily long
paths. We quantitatively evaluate this issue in Section 5.3
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4.1.2. Failure Coverage

The example in Figure 1 shows that some single link or noderé&s cannot
be protected by LFAs. This is not due to a pathological coiesibn but common
observation [13, 14, 15]. In contrast, not-via addressespratect against all
single link and node failures if such failures do not disaeetrihe network.

4.1.3. Compatibility with Loop-Free Re-Convergence Schemes

The computation of the not-via tunnels can be temporallypdplted from the
computation of the basic routing. Thus, during routingoes@rgence, the tunnels
remain stable making not-via addresses compatible witltiaddl mechanisms
for loop-free re-convergence [11, 16]. This is also fulfil®r LFAs. When an
LFA A is used, it has a path to the destinatibnthat does not use the failed
network element. During re-convergence to the failure liogy paths can get
only longer and, thus, the path fromto D remains stable.

4.1.4. Protection of Multicast Traffic

Protection of multicast traffic is an issue and currentlyestigated by the
IETF [17]. Not-via addresses deviate the traffic to the NNH®®ugh tunnels.
Thus, the NNHOP can infer the usual interface from the nataddress and run
the reverse path forwarding (RPF) check required for mudtitaffic correctly
[7]. Protection of multicast traffic with LFAs seems compbaxd is currently not
discussed.

4.1.5. Adaptability to SRLGs

The functionality of not-via addresses can be easily adafmeshared-risk
link groups (SRLGs). If SRLGs are known, the shortest path cdgatjpn for
the respective not-via address is simply performed in tpeltgy with all ele-
ments from the SRLG removed. This is more complicated for Ligjdue to the
distributed and uncoordinated nature of LFAs.

4.1.6. Complexity of Path Computations

The complexity of backup path computation is in general @ighan the com-
plexity of primary path computation because the failure attelink and node
must be taken into account. In case of not-via addressesiterrio the network
must remove any other nodeto compute shortest paths trees (SPT) towards the
not-via addressedp of P’s neighborsV. Incremental SPT (iSPT) computations
reduce this effort that is proportional to the number of reootethe network to
an equivalent of 5 to 13 SPT computations in real world netavavith 40 to 400
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nodes [7]. For LFAs, the computational cost of determinmdjvidual repair paths
for all destinations can be very high as well. The computatbECAs is very
easy since ECAs are obtained for free from the usual shoréistgalculations.
In general, the computational routing complexity and itsegsment is hardware-
and implementation-dependent.

4.1.7. Forwarding Complexity

In case of protection by LFAs, the FIB of rout8rprovides an LFA for the
protection of D against the failure of’. This LFA is used as an alternative next
hop. In case of not-via addresses the FIB of rostgirovides a not-via address
Mp for the protection ofD against the failure of. This not-via address is used
for tunneling the packet to its NNHOP whéhfails. If the NHOPP is already the
destinationD, an alternative next-hop is provided to which the packednrded
after tunneling toward®s. So far, the forwarding complexity of LFAs and not-
via addresses is similar. However, LFAs are used only Igaahile protection
by not-via addresses introduces new addresses in the rketmadr the routing
tables must hold additional entries for them. There is orievisoaddress for each
uni-directional link in the network. As not-via addresses ased only for local
bypass, a routef needs to know a next-hop for a not-via address onl§y i
on at least one backup path from some other node towards stieateon of that
not-via address. Entries for all other not-via addressedasically superfluous
at S and could be removed from its routing table. We investighi® further in
Section 5.6.

4.1.8. Tunneling Complexity

Not-via addresses fully rely on IP tunneling. Tunnelingadlves en- and de-
capsulation of tunneled packets. Encapsulation prepemdsiditional IP header
to the packet. Thus, it leads to increased packet lengtideingnnels and may
result in packet fragmentation due to maximum transmissimn(MTU) limita-
tions. Furthermore, tunneling may have a performance itnpathe forwarding
speed of routers. Most current hardware can achieve enagipsuwithout per-
formance degradation. Packet decapsulation at the tundeloant, however, re-
quires two lookup operations. The first one to recognizeheel endpoint, the
second for further forwarding with the inner IP address. tosdern hardware is
designed to perform this also at line rate. On legacy harelttas can slow down
the handling of decapsulation traffic to almost half the liat depending on the
router load. So the major disadvantage caused by tunnetémgssfrom packet
decapsulation on legacy hardware. In Section 5.5 we stuggndximum amount
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of traffic that needs to be decapsulated by each node indaglases. In contrast
to protection by not-via addresses, protection by LFAs amesise tunneling.

4.2. Combined Application of LFAs and Not-Via Addresses
We consider three different resilience requirements wiifieigent sets of pro-
tected elements and different demands for loop avoidance:

(i) protection against all single link failures,
(i) protection against all single link and all single routetufess,

(iif) protection against all single link and all single routehfegs with loop avoid-
ance in the presence of multiple failures.

Not-via addresses fulfill the strictest resilience requieat (iii). LFAs alone can-
not even meet the loosest one because they cannot achié¥efdillre coverage.
However, protection by LFAs is simpler than protection by-via addresses be-
cause LFAs do not require new addresses in the network, stmmdead to perfor-
mance issues due to tunneling, and it possibly leads toeshmattkup paths. This
motivates the combined application of LFAs and not-via adges as proposed in
the IETF [5, 7]: use LFAs where possible and not-via addiesseere needed to
achieve 100% failure coverage. As LFAs have different priigg only certain
LFA types can be used in the above cases in the following aereference:

) (D), @), (2), (5), (3), (6), and not-via.
@i (1), (2), (3), and not-via; (4), (5), and not-via to protdu tast link.

@ii) (1), (2), and not-via; (4), (5), and not-via to protect thst lank.

The numbers correspond to the LFA types in Figure 5. Note ondt-link-
protecting LFAs (type 6) cannot be used for the protectionheflast link for
(ii) and (iii) since they may create loops if the destinatmmde is down.

5. Analysis of the Combined Application of LFAs and Not-Via Addresses

We study the availability of different LFA types in resilienetwork struc-
tures and illustrate how many of them can be used for thaeas# requirements
defined in Section 4.2. Then we investigate performance uneador not-via
addresses and their combined application with LFAs. We @mghe path pro-
longation on backup paths and the link utilization to thokslow IP restoration.
Then, we quantify the decapsulation traffic from not-viateis and the minimum
number of not-via addresses in the router FIBs.
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5.1. Networks under Study

For our analysis we use the topologies of the COST239 [18] d0laiNE [19]
networks (see Figures 9(a) and (b)). We also examined otteronks but these
results are not presented here since they do not yield edditinsights. For the
generation of the traffic matrices we use the method propos¢20] and en-
hanced in [21] to generate synthetic traffic matrices resiagleal-world data.
We use different sets of link weights for the networks. Ontoopis to set all link
weights to one and perform simple hop count routing (HC) aanafised in unop-
timized networks. For the COST239 network, we also use liniglte which are
inversely proportional to the link capacities (INVCAP) asaexmended by Cisco
[22]. For the GEANT network, we additionally use the reaklimeights (REAL)
that are based on the inverse metrics with some modificatibhey can be ob-
tained from the data of [23]. We perform single shortest fiash (SPF) routing.
The equal-cost multi path (ECMP) option is not used for outhyais It has only
little influence on our results and it entails several decisiregarding path split-
ting, backup path splitting, or protection utilization tlaae not yet specified in the
not-via drafts. When multiple equal-cost paths towards &rtton are available,
the interface with the lowest ID is installed as the activteriface as specified for
IS-IS [24, Sect. 7.2.7]. When evaluating the mechanisms wsider a set of sce-
nariosS. We use the sef; that contains the failure-free scenario and all single
link failures for the evaluation of resilience requirem@ptand the seS; r with
the failure-free scenario and all single link and node fatufor the evaluation of
resilience requirement (iii). The networks under studyehbeterogeneous link
capacities and we scaled the traffic matrices so that thermuamilink utilization
does not exceed 100% for IP restoration and failure scendyig.

5.2. Protection of Destinations by LFAs and Not-Via Tunnels

We evaluate how many destinations can be protected by mlLiBA types
and how many require not-via tunnels for their protectione TFAs are chosen
according to the recommendations given in Section 4 anceghdts of this analy-
sis depend on the desired resilience levels (i) — (iii) beeaome LFAs cannot be
used for stricter requirements. The results are presentEgjures 10 and 11 for
the COST 239 and the GEANT network. The x-axes show the nodahdghe
y-axes the percentage of destinations per node that areecblsg the respective
LFA or not-via tunnels. We label the LFA types according te thassification
in Section 2.6. We differentiate between not-via tunnetstguting intermediate
nodes and not-via tunnels protecting the last hop (LH) siheg are used differ-
ently (cf. Section 3).
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(@) COST239 network: 11 nodes and 52  (b) GEANT network: 19 nodes and 60 uni-
unidirectional links. directional links.

Figure 9: Networks under study.

We observe that for hop count routing only three out of six Ltifpes exist.
This is due to the uniform link cost metric where all the liriies/e the same costs
and hence this finding can be generalized to all networkgyusip count routing.
We briefly explain this finding. ECAs that are only-link-proteg (type 4) do not
exist since there are no parallel links. Downstream LFAp€tg & 5) other than
ECAs do not exist either. The downstream criterion requines the alternate
neighbor /N is closer to the destinatiof than the deviating nods. Since the
distance distf, V) from S to its neighborV is always 1, this can only be true for
equal-cost paths. Thus, all downstream LFAs are also ECAss Rds another
implication. If loop avoidance in general failure casesiguired (iii), LFAs other
than ECAs cannot be used in networks that use simple hop coutihg (cf.
Figures 10(e) and 11(e)).

Now we study the availability of LFAs in the COST239 networts. tbpology
represents a class of networks whose nodes are well codreetieng each other.
Most nodes can reach any other node within two hops. Fig&s and (b) show
the percentage of destinations protected by various LFAnatia tunnel types
when only link protection is required (i). Alternates thanhde used at each pro-
tection level are placed at the bottom in the figure and n@&addresses at the top.
LFAs that must be replaced by not-via addresses at highéegiion levels are
placed in between. When hop count routing is used (Figure 1E&As (type 1)
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Figure 10: Protection of destinations by LFAs and not-vianels in the COST239 network under
different resilience requirements, using different linktnics (hop count (HC), inverse-capacity
(INVCAP)).
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Figure 11: Protection of destinations by LFAs and not-vianils in the GEANT network under
different resilience requirements, using different linktnics (hop count (HC), real (REAL)).
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protect between 20% — 50% of the destinations and nodegtiragd_FAs (type 3)

protect between 0% — 30%. Only-link-protecting LFAs (typeaée applicable
for 40% — 50% of the destinations, mainly to protect the lagishof the rela-

tively short paths. Links belonging to cycles with 3 nodes ba easily protected
by only-link-protecting LFAs. Only the link® — 5 and5 — 0 are not part of

such a cycle and need to be protected by not-via tunnels & @athd 5, respec-
tively. When using INVCAP link weights, the high diversity ohk capacities

leads to a path layout without equal-cost paths. Thus, no EE€Aavailable here.
Between 30% — 60% of the destinations are protected by nameqting down-

stream LFAs (type 2). Node-protecting LFAs that do not futfie downstream
condition (type 3) protect only 0% — 20% of the destinatiofise remaining des-
tinations are mainly last-hops and are protected with pnétecting LFAs that

comply with the downstream condition (type 5) or not (typeFyures 10(c) and
(d) show the results when all single link and node failurespotected (ii). Com-
pared to (i), all only-link-protecting LFAs (type 5 & 6) areplaced with not-via
tunnels. Figures 10(e) and (f) show the results for link andenprotection with

general loop avoidance (iii). Now, even node-protecting& ftype 3) are not suf-
ficient as the downstream condition must be fulfilled for LF&®. Therefore, the
node-protecting LFAs (type 3) are replaced by not-via tisinEor HC routing,

now only ECAs and not-via tunnels are in use as already coadlafiove.

The GEANT network represents a more sparsely connected ofaspolo-
gies. The paths between node pairs are significantly lomger in the COST239
network since the nodes lie on circles of three to five nodesmgzoing Fig-
ure 11(a) with Figure 10(a) we observe for HC routing thateee link protection
only (i), many nodes require not-via tunnels to protectrimiediate hops as well
as last hops. Nodes 4, 8, 16 create the only cycle with 3 nodeinetwork, so
they are the only nodes having only-link-protecting LFA®d¥ 16 is special as it
protects all its destinations by only-link-protecting L&AWhen node protection
is required (ii), it thus must use not-via tunnels for thetpation of all destina-
tions. In a similar way, node 17 protects all its destinagiby non-downstream
LFAs and requires not-via tunnels for the protection of atihations when loop
avoidance is required (iii). Thus, the existence of su@dfAs depends on the
network topology and the link costs. If routing loops mustabveided in case of
single node or multiple other failures, only a fraction of laFAs can be used.
Then, some nodes cannot protect even a single destinatiduirAy in certain
topologies. Hence, not-via addresses are not only negessachieve 100% fail-
ure coverage, at some nodes they are the only protectiocomoptfhen REAL link
weights are used, the available protection options are aigegse. In contrast to
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the INVCAP weights in the COST239 network, the hand-tuned REAdtrios
still provide equal-cost paths (Figure 11(b)). Apart frdmatt the characteristics
of the resulting protection options are similar to thosehef COST239 network.
In both networks we observe that using alternative link Wwesignstead of HC
routing, a larger number of destination can be protecteld lWAs. Nonetheless,
there are still many destinations that require not-via élsfor protection.

5.3. Path Prolongation

Delay sensitive applications require short paths also iilnrfacases. Long
backup paths should be avoided and, therefore, the lengtiheobackup paths
is an important property that should be analyzed. We askesgath prolonga-
tion, i.e. the difference between primary and backup patlytle and compare
IP restoration, protection by not-via addresses only, &ed tombined applica-
tion with LFAs. We consider link protection (i) and node paction with loop
avoidance (iii) and usé§; andS; i for their evaluation, respectively. Figure 12(a)
shows the CCDF of the path prolongation in the GEANT networkwiC met-
rics. The x-axes shows the path prolongatioim hops and the y-axes shows the
conditional probability that a path affected by a failurergases by more than
hops.

Resilience requirement (i) Resilience requirement (iii) (@), S_ (iii), S g
Protection of S 1 Protection of S 5 1 r

IP restoration
0.8 1 not-viaonly —-----
s [--7 LFAs + notvia ---- -
T T
i i

i i
0.6 HE 1 ol

0.8

0.6 e}

04

0.2

P(prolongation > x | path affected)
P(prolongation > x | path affected)

0 1 2 3 4 5 0 1 2 3 4 5 6 0O 1 2 3 4 5 0O 1 2 3 4 5 6
Path prolongation (hops) Path prolongation (hops)

(a) GEANT-HC (b) GEANT-REAL

Figure 12: Path prolongation in the GEANT network for resilie requirements (i) and (iii).

The length of the primary path is determined by IP routingalitfbllows the
shortest paths, at least when hop count routing is used. stieregion leads to
the shortest backup paths possible and serves as a conmpaaiseline. For both
sets of considered failure scenari®s andS; i, about 50% of the backup paths
for IP restoration have the same length as their primaryspatinis is possible

19



when [P restoration finds an end-to-end equal-cost path \@hexlement of the
primary path fails. In case of IP FRR — no matter which type at@ction —

only 25% of the backup paths have the same lengths as condisgoprimary

paths because fewer ECAs are available for local repair atnrgdiate nodes.
Also the probability that backup paths are at least one orhoyus longer than
primary paths is significantly larger compared to IP restona However, there is
only a small difference in backup path length between ptmtedy not-via ad-

dresses only and by their combined application with LFAB@lgh pathological
examples like in Figure 7 lead to significantly longer backaghs for not-via ad-
dresses. The difference even decreases for the strictikemes requirement (iii).

The same analysis for the REAL link weights (Figure 12(b)) famdhe COST239
network with different link weights leads to very similarstdts that show hardly
any difference in backup path prolongation.

5.4. Maximum Link Utilization

The maximum link utilizationo® (1) = max,cs (o(l,s)) is the maximum
utilization o(l, s) of a link [ over all considered failure scenariog S. We study
the maximum link utilizations caused by IP restoration,-viat addresses, and
their combined application with LFAS. The traffic matrices @described in Sec-
tion 5.1) are normalized so that the maximum of the maximunk Utilizations
is maxee (0°2%(1)) = 1.0 for IP restoration when all single link and node fail-
ures are considered. Figures 13(a)—(d) show the fractibnksfwhose maximum
link utilization o2, (1) exceeds a certain utilization value The left part of the
figures presents an evaluation based on single link failigsand resilience re-
quirement (i) while the right part is based on single link aadle failures §; )
and resilience requirement (iii). According to our constion, the maximum uti-
lization value for IP restoration is 1.0 when link and nodéufas are considered
and HC routing is used.

The maximum link utilization for IP FRR mechanisms is cleddyger than
the one for IP restoration for a large fraction of links. Whe@ kbuting is used,
the results for not-via only and for the combined approaetaémost identical for
both networks and both resilience requirements. But whenGQAN link metrics
are used, we observe a very unfavorable effect with LFAseE&sfly when only
link failures are protected, the link utilizations are heghvhen not-via addresses
are used in combination with LFAs than for single use of nat-We explain this
phenomenon using the COST239 network (Figure 9(a)). With@X¥Y link met-
rics, the small link) — 7 has a very high link weight, while all other links adjacent
to router0 have relatively small link costs. When lirtk— 5, the largest link in
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the network, fails, routed can only use nod@ as LFA because all other adjacent
routers would route traffic back to Then, all traffic oven destined td is using
the small link0 — 7 as backup link which leads to a (theoretical) link utilipati
of 275%. This simple example shows that with INVCAP metrit®, dnly pos-
sible LFAs are often those with poor connectivity. In our rexde networks, this
happened only for resilience requirement (i), but examfdesequirements (ii)
and (iii) can also easily be constructed. In the COST239 nétwviB FRR leads to
a maximum utilization ofs = 2.75 while in the GEANT network, the maximum
value is about 1.85. Thus, IP FRR can lead to heavy traffic curaton and
overload on some backup links. Note that utilization vallaeger than 1.0 are
only theoretical and translate into packet loss in real ngta: It can also be seen
that the intelligent selection of the REAL link weights in t&EANT network
leads to very good results, even for IP-FRR.

5.5. Decapsulated Traffic from Not-Via Tunnels

In Section 4.1.8 we have argued that tunneling possiblysiéad slowdown of
the forwarding speed at the decapsulating router in cas&ldfaodware. There-
fore, we investigate the amount of incoming traffic which s decapsulated
from not-via tunnels. We define tloiapacity of a nodas the sum of its incoming
interface capacities, thecoming load of a nodes the sum of its incoming traffic
rates, and theecapsulation load of a nods the sum of its incoming traffic rate
in terminating not-via tunnels. The metrics of interesttaeenode capacities, the
maximum incoming traffic load per node, and the maximum dewalagtion load
per node whereby the maximum is calculated either &eor S, z. We look at
protection by not-via addresses only and their combinatiath LFAs whereby
resilience requirement (i) is used wigy, and (iii) with S.z. We calculate the
performance metrics and normalize the load and the decsuload of a node
by its capacity because the traffic rates per node differ dgrsrof magnitude.

Figures 14(a)—(d) show the results for the COST239 and theNGE#etwork.
The fact that the incoming load of node 16 in Figure 14(b)rigdathan 1.0 is the-
oretical because we do not drop packets and instead allévutihizations > 1.

It shows that the links of this node are heavily overloadesbime failure scenar-
ios. Nodes 1, 5 and 9 of the COST239 network have a maximum delzdion
load between 21% and 29% relative to their capacity in thestvcase. All other
nodes have values below 10% relative to their capacity. éfGEANT network,
all nodes have a decapsulation load of at most 16%, no métteyi carry a lot
or rather little other traffic apart from decapsulation ficaf Nodes 12, 13, and
15 in Figure 14(b) are interesting as their major load carsisbiof decapsulation
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traffic. It shows that a large percentage of a node’s incortraiffjc can be subject
to decapsulation. This is not a problem in that particulaecas only a small per-
centage of the node’s capacity is used. Looking at the eiffigorotection options
and resilience requirements, we observe that the maximwaypdelation load is
roughly the same for all of them. The COST239 network is an gtkae if only
soft resilience (i) is needed because then most nodes doerdtto decapsulate
traffic at all. Only very few nodes show a clearly higher destdgtion load when
only not-via is used (e.g. node 5 in Figure 14(d)). The cosioluis that the com-
bined application of not-via addresses and LFAs possilalyces the decapsulated
traffic in many scenarios, but it hardly reduces the maximeaagsulation load,
at least if strict resilience (iii) is required.

5.6. Number of Not-via Addresses per FIB

Not-via addresses create new entries in the routing ancafoling tables. We
evaluate how many of them must be known to each node in pkatiadnen not-
via addresses are only used to complement LFAs. For eacl®link)/, a not-via
address\ip is required, i.e., the number of not-via addresses in a n&teguals
its number of unidirectional links. Figures 15(a)—(d) shinat each node in the
COST239 handles 52 not-via addresses and each node in the GRétiWork
handles 60 not-via addresses. These numbers of additiotalanaddresses are
probably not a heavy burden for routing protocols as welbasing and forward-
ing tables because these entities usually support also mdaynal prefixes. In
contrast to ordinary addresses, only nodes along all pes@lqual-cost) paths
of a specific not-via tunnel can encounter the correspondotgvia addresses.
Therefore, this not-via address could be removed from tBs Bf all other nodes.
Even when the ECMP option is not used (as in our study herejigbision which
equal-cost path is actually taken is not deterministic. réfoge, the not-via ad-
dresses must not be removed on all possible paths.

The figures show that the fraction of removable not-via askble is signifi-
cant. However, the number of remaining not-via addressestigrvaries among
different nodes.

Using LFAs wherever possible and not-via tunnels only wheaded further
reduces the number of not-via addresses that need to berseghpy each node.
Resilience requirement (iii) is strict and allows only a feWA_types to be used
whereas resilience requirement (i) allows all LFA types ¢oused. As a conse-
guence, the fraction of remaining not-via addresses peg moHigures 15(a)—(d)
is smaller for the combined application (iii) than for prctien by not-via ad-
dresses only and even smaller for the relaxed resiliencairezgent (i). With
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(i) only the not-via addressédg and0; need to be supported in the COST239-
HC network. However, any node lies on a 3-hop shortest path @to 5 (5 to 0)
when0 — 5 (5— 0) is removed. Therefore, these not-via addresses creaté@sen
in all nodes of the network except for nodes 0 and 5. In coftimshe GEANT-
HC network the combined application of not-via addressekldf\s saves only
a small number of additional not-via addresses per node amdo protection
by not-via addresses only when unused not-via addressesramved from the
FIBs. One reason for the low number of removable not-via esd®per node is
that a not-via address becomes obsolete only if all the drpfitected by its not-
via tunnel can be protected by LFAs that fulfill the resiliemequirements (i) or
(i), respectively. When INVCAP or REAL link weights are usdedures 15(c)
and (d)), more destinations can be protected with LFAs (ejufés 10 and 11)
compared to HC routing and, therefore, more not-via addeesan be eliminated.

Hence, this analysis showed that the number of not-via addeethat need to
be supported by each node can be significantly decreasedniipaion of un-
used not-via addresses at individual nodes. However, mhgcwhether a not-via
address is needed or not is not a simple task and requiretastiBscomputa-
tion effort. This holds for the elimination of unused no&addresses when only
not-via addresses are used for protection or when they & inscombination
with LFAs. As the combined application of not-via addresaad LFAs does
not save many entries per node compared to protection byia@eddresses only
with elimination of unused not-via addresses, and giverfdbethat the number
of not-via addresses is not dramatically high within a nekyave conclude that
the number of additional addresses is not a reasonabler dov¢éhe combined
application of both IP-FRR methods.

6. Related Work

The work in [25] gives a survey on various approaches for Hiliemce in-
cluding early ideas of IP FRR. This is done at a very early staghat LFAs and
not-via addresses have not yet appeared. [5] provides atvark for IP FRR
currently under development by the IETF routing workingugdRTGWG). This
group also published an RFC for LFAs [6] and an Internet dredppsing not-
via addresses [7]. Improvements to not-via addresses lemregroposed in [26].
The authors of [27] give an extensive overview on MPLS andRRFnhechanisms
including LFAs and not-via addresses, but they neitheripieoa classification nor
a quantitative evaluation with regard to their applicailiFirst insights into the
failure coverage of these IP FRR mechanisms have been givid3,ri4, 15].
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However, only average values over all nodes in the netwosk 4] or cumu-
lative distribution functions for the number of alternatedes offering a specific
repair mechanism [15] were reported. The detailed studyuofwmork, i.e. the
classification of LFAs and the availability analysis of dint LFA types, is new.
Results for backup path lengths were also presented in [14diy for LFAs
alone. None of the other studies has looked at the perforenahthe combined
application of not-via addresses with LFAs.

LFAs cannot protect against all single link and node fasBurén contrast to
this inability of LFAS, resilience differentiation intanhally protects only some
traffic in the network [28]. This rather depends on the desii@istomers than on
the basic ability of the network.

Fast reroute (FRR) concepts were first developed for MPLS t#oby and
standardized in [4]. Currently, extensions for point-tokmpoint are under dis-
cussion to protect multicast traffic [29, 30]. The ability I&f routing for sub-
second reaction to failures was studied in [3, 31] as weltasilgy issues when
performing such optimizations.

Multiple routing configurations (MRC) provide a different FR&xept for IP
networks. Various flavors of MRCs have been described in [323834]. MRCs
create a small set of backup routing configurations whictuseel in failure cases.
They complement each other in the sense that at least orterealie remains
operational in each single link or node failure scenariodach pair of nodes in
at least one configuration. MRCs can be implemented using thigtopology
extensions for OSPF and IS-IS [35, 36, 37]. [38] proposedxaension called
2DMRC to handle concurrent multi-failures with MRCs. The tagie of multi-
topology routing has also been used for improved servideréifitiation [39].

Failure inferencing based fast rerouting (FIFR) is anotiRREoncept for IP
networks. It exploits the fact that packets arrive at rauthrough other interfaces
than usual if rerouting is applied during network elemeritufas. It computes
interface-specific forwarding tables where the next hop pheket does not only
depend on its destination address but also on the incomtegace. Transient
link failures [9] and transient node failures [40] failurean be handled. The
original mechanism had problems with asymmetric link wésghut this has been
fixed in [41] where extensions for inter-AS failures haveoalteen developed.
[42] suggested a modification called blacklist-based fater-specific forwarding
(BISF) that avoids routing loops also in case of multipleuiaak.

The authors of [43] developed a method to achieve fast reg@fd8GP peer-
ing link failures. Important are also concepts for loopefire-convergence that
can be used in combination with IP FRR mechanisms in case gfllead fail-
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ures [11]. One possible suggestion for loop-free recorrarg specifies an order
in which nodes are allowed to update their forwarding tablesase of outages
and after failure repair or installation of new network eéats [44, 45].

Failure-carrying packets (FCP) constitute a completefgbht approach. All
routers in the network have the same network map which daeshamge in case
of a failure. Instead, packets are equipped with infornmagibout failures which
helps to forward them on loop-free paths in case of failudés$. [

7. Conclusion

In this work we provided a classification for loop-free afigies (LFAs) and
proposed orders of preference for their application dejpgndn the desired re-
silience level. LFAs cannot protect against all single larkd node failures in a
network. In particular, if LFAs must not lead to routing I®jm case of single
node failures or multiple other failures, only a subset eféiisting LFAs can be
used. As a result, only a fraction of all destinations can feéegted. Therefore,
it is proposed in the IETF [5, 7] to use LFAs where possible emdomplement
them by not-via addresses where needed to achieve fulréadaverage. The
motivation for this idea is the fact that LFAs seem to be sanpWe elaborated
a concept for the combined application of LFAs and not-vidragses and com-
pared it to protection with not-via addresses only. While ER#ovide slightly
shorter backup paths, they tend to overload small links whewlefault INVCAP
link weights are used. The maximum amount of decapsulaadftctfrom not-via
tunnels in failure cases is mostly rather small compareteaterall traffic load
and it cannot be effectively reduced by the combined apjpdicaof not-via ad-
dresses and LFAs compared to protection by not-via addsesgg. The amount
of additional entries in the FIBs equals the number of linkshie network and
should not be a problem for routing protocols or FIB size. sT&mount can be
significantly reduced since only the nodes which are on thieqfa particular not-
via tunnel need to know the corresponding not-via addressveder, the com-
bined approach cannot further decrease this number efgctiHence, we have
not found any significant advantages of the combined apgicaf LFAs and
not-via addresses compared to the protection by not-viaeadds only. There-
fore, we recommend to use either pure protection by LFAs aleddte the partial
failure coverage or pure protection by not-via addressdd@arate the decapsu-
lation traffic and the additional addresses in the FIBs. Thssthe advantage of a
homogeneous protection mechanism which is easier to manage
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