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Abstract—In this paper we propose a novel resilience scheme
for OpenFlow-based Software-Defined Networking (SDN). To
forward packets in line speed, OpenFlow switches store their flow
tables in expensive, limited TCAM due to which the stored tables
cannot be large. Most resilience mechanisms require additional
entries thus the implementation in OpenFlow may quickly exceed
the available TCAM.

Loop-Free Alternates (LFAs) are a standardized mechanism
for fast reroute in IP networks which do not require additional
entries. However, LFAs cannot protect against all single link and
node failures. Moreover, some LFAs even cause loops in case of
some node failures or multiple failures, making additional links
unusable. Excluding such LFAs reduces the fraction of protected
destinations (protection coverage) in nodes even further.

We suggest a scheme for detection of loops caused by LFAs. It
maximizes the protection coverage because it allows all LFAs to
be used without creating loops. We describe how LFAs and the
loop detection scheme can be implemented in OpenFlow networks
with only little packet overhead and a single additional entry per
switch.

We evaluate our proposal on real network topologies of varying
size and connectivity. In particular, we quantify the benefit gained
from loop detection. Amongst others, we study the percentage
of failures that cannot be protected by LFAs at all, and the
percentage of failures in which conventional LFAs cause extra
loops.

Index Terms—Software-Defined Networking, OpenFlow, Re-
silience, Loop-Free Alternates, Scalability

I. INTRODUCTION

Software Defined Networking [1] (SDN) has gained a lot
of attention in the recent years due to its ability to program
the network and introduce new features and services easily.
Many of these approaches require many fine-grained flow
definitions to control the traffic as desired [2]. This can
significantly increase the number of required flow table entries.
However, flow table entries must be stored in Ternary Content
Addressable Memory (TCAM) to enable fast packet matching
in OpenFlow switches. TCAM is expensive and, thus, often
limited in size which can lead to severe scalability issues
with OpenFlow-based SDN. Another example is inter-domain
routing with OpenFlow [3]. Current routing tables contain so
many IP prefixes that only a few or even none additional
forwarding entries can be stored in the forwarding tables.
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Resilience is an important topic for OpenFlow-based SDN
due to its separation of the control and data plane. Switches
rely on the correct and timely configuration of its controller.
Network failures can affect the performance of an OpenFlow
network in several ways. The switch has to drop the packets
until the controller reconfigures the switch. The situation
is even more severe if the OpenFlow control channel is
transmitted over the same physical infrastructure because it
can be affected by the failure itself. Therefore, researchers
are interested to establish backup paths that can mitigate the
effects of failures.

In this work we address both the resilience and the scal-
ability issues in OpenFlow networks. We are interested in a
resilience mechanism that (1) has full coverage against single
link failures, (2) requires the least amount of state in the
switch, and (3) can handle node and multiple link failures
appropriately. In this work, we focus on the implementation
of LFAs which are a simple rerouting mechanism without
additional state requirements. However, LFAs do not provide
full coverage against all failures and do not fulfill (1) and we
will address this in future work. In addition, we propose LFAs
with loop detection that protects more traffic flows than LFA
which are loop-preventing.

The remainder of the paper is structured as follows. Sec-
tion II discusses related work in the area of fast reroute and
scalability for OpenFlow. We present the concept of LFAs in
Section III. Section IV explains how LFAs can be implemented
with OpenFlow and we propose the loop-detecting LFAs.
Section V presents the coverage statistics and Section VI
summarizes this work and outlines our future work.

II. RELATED WORK

In [4], the restoration process of OpenFlow in carrier-grade
networks was analyzed. They measured the time a controller
re-configures the switches in a real testbed when network
failures occur. Their results show that the controller reacts in
a time frame between 80 and 130 ms. They also state that the
restoration time will be a magnitude higher for large networks
and, therefore, local protection schemes are required.

Local failure protection is considered in [5]. They introduce
a bidirectional forwarding detection (BFD) component to the
OpenFlow switch design to achieve fast protection. A BFD
component is responsible to monitor the ports by sending hello
and echo messages frequently over the links to detect network



Fig. 1: Example network for LFA computation.

failures. The authors show the viability of the approach using
experiments based on MPLS Transport Profile. A similar
approach is presented in [6]. The authors also provide fast
protection using BFD for the Open vSwitch and analyze
the protection switching times. They were able to show that
the implementation was able to react within 3 and 30 ms
depending on different BFD configurations.

The SlickFlow approach [7] provides resilience in data cen-
ter networks (DCN) using OpenFlow and is based on source
routing. Primary and alternative backup paths are encoded in
the packet header and OpenFlow primitives enable hardware-
based forwarding. The authors showed positive benefits in a
virtualized testbed on DCN topologies.

IP fast reroute (FRR) is an important topic for the rout-
ing working group in the IETF and various approaches are
discussed: LFAs [8], remote LFAs (rLFAs) [9], [10], not-
via addresses, and maximally redundant trees [11]. LFAs
and rLFAs are simple and require no additional forwarding
entries but cannot protect against all single link failures. The
latter mechanisms provide full coverage but require additional
forwarding entries. The combination of LFAs and not-via
addresses cannot significantly reduce the required state [12].
MPLS FRR [13] defines several ways to protect the network
against failures but explicit backup paths require additional
entries which can be reduced by the use of shared tunnels. A
comparison of IP-based and MPLS FRR is given in [14].

Inter-domain routing for OpenFlow is improved using wild-
card compression in [3]. However, the required forwarding
state is still challenging and there is not much space left in
the forwarding entries for backup paths. Another compression
for Access Control Lists (ACLs), i.e., applicable to OpenFlow
table entries, is proposed in [15]. This method preserves space
in the forwarding table that can be used for backup paths.

III. LooP-FREE ALTERNATES (LFAS)

Loop-Free Alternates (LFAs) [8] were proposed by the IETF
for IP fast reroute (IP FRR). LFAs are simple but cannot
protect against all single link and node failures. They do not
require additional forwarding entries but a forwarding entry
has to contain a list of alternate next-hops.

The idea of LFAs is very simple: if a failure occurs, packets
can be sent to a neighbor if this redirection will not cause a
loop. LFAs can be easily computed with a distance function
dist(u, v) that is used for the primary hop computation. LFAs
can protect against (1) single link failures, (2) node failures,

and (3) multiple network failures depending on the use of
the following three LFA conditions. We will explain these
conditions by example with the network shown in Figure 1.
Packets are sent from source S’ towards destination D on the
shortest path through node P.

The loop-free condition (LFC) protects against single link
failures. A neighbor N of S fulfills the condition if

dist(N, D) < dist(N, S) + dist(S, D) (1)

holds. In the example, this is true for the nodes A (LFC: 2 < 5)
and B (LFC: 3 < 5) because the distance from them towards
destination is smaller than the redirection over S.

The node protecting condition (NPC) prevents the selection
of neighbors that may cause a loop if the primary next-hop
has failed. The condition is defined as

dist(N, D) < dist(N, P) + dist(P, D). )

Consider that node P in the example has failed. Node A fulfills
the LFC but not the NPC (2 £ 2). Packets sent to A will loop
because .S is a simple LFA for A to D (LFC: 3 < 4). Node
B is node protecting (3 < 5) and packets sent to B will not
traverse P.

The downstream condition (DSC) protects against multiple
failures by only redirecting traffic to neighbors that are closer
to the destination:

dist(N, D) < dist(S, D). 3)

Node B is not downstream (3 £ 3) and packets would loop
between B and S when both S — P and B — D are failing
because S is a simple LFA for B towards D (3 < 5). A
is downstream (2 < 3) and will not cause a loop even if
A — P has failed because S is not downstream for A towards
D (3 #£ 2). Note that DSC and NPC are orthogonal, i.e., a
downstream LFA can either be node protecting or not.

In this work we compute three kinds of LFAs. First, simple
LFAs that only fulfill the loop-free condition (LFA-LFCs)
which may cause loops when node or multiple failures occur.
Second, node protecting LFAs that both fulfill LFC and NPC
(LFA-NPCs) that prevent loops for single link and single
node failures, and finally loop-preventing LFAs that fulfill the
downstream condition (LFA-DSCs).

IV. OPENFLOW AND LFAS

In this section, we propose LFAs with loop detection that
use additional failure information in the packet header to
drop looping packets. We discuss how LFAs with and without
loop detection can be implemented with OpenFlow. Then, we
discuss how failure information can be encoded in packets
with little packet overhead.

A. Improving LFAs with Loop Detection

When LFAs for a network are computed to protect against
node failures, the node protecting condition can exclude
neighbors that protect against single link failures. In general,
this leads to fewer alternate next-hops that are allowed to be
selected. In addition, if only link failures occur, there may be



a LFA available but it is not allowed to be chosen due to the
more restricted condition.

Our LFA approach selects LFAs with the highest protection
first and reverts to less protecting LFAs if necessary, i.e., we
select potential LFAs with degrading degree of protection: (a)
NPC and DSC, (b) DSC, (¢) LFC and NPC, and (d) LFC
only. LFAs of category (a) cannot loop and LFAs with (b)-(d)
may loop depending on the exact failure scenario. Therefore,
we apply a mark for LFAs (b)-(d) into the packet header.
This mark encodes the failure detecting node. Packets either
are successfully redirected towards the destination or a loop
occurs. In the latter case, the node can check if the packet
contains its location mark and prevents the loop by dropping
the packet.

It is important that marks can be incrementally applied to a
packet that is sent on alternative paths when multiple failures
occur. We explain this with the example network shown in
Figure 1. Consider that packets are sent from S to D and the
links S — P and A — P have failed. Packets have to be
redirected over A because there is no LFA of category (a) and
A is a LFA of category B. The mark for node S is applied
and redirected to A. The packet is not dropped because it has
no mark for node A and S is a LFA of category d for A. The
mark for A is applied and the packet is sent to S. The loop
can be successfully detected in S if the mark of A does not
overwrite the mark of S.

Such marks can be implemented using a bit string of a
certain length n. Each node has an ID 7 with 1 <7 < n and
its mark corresponds to the ¢-th bit in the string. If the number
of available bits in the field is less than or equal to the number
of nodes, the loop detection is optimal. If there are more nodes
in the network than available bits, we share IDs across nodes.
This can cause false positives when detecting loops and, thus,
can lead to unnecessary packet drops. We provide an algorithm
to compute appropriate IDs in Section IV-C and analyze the
impact of various bit lengths in Section V. We refer LFAs with
loop detection to LFA-IDs.

B. Implementation in OpenFlow and State Requirements

OpenFlow data plane resilience requires OpenFlow 1.1 [16]
or later and such an OpenFlow switch contains both flow tables
and a group table. A flow table consists of multiple entries and
each entry consists of a match and instructions. Flow table
entries match packets to flows and each flow entry can define
various actions or refer to a group table entry for advanced
packet processing. Note that the flow tables have to reside in
TCAM which is expensive and limited in size but enables fast
packet processing. The group table must not be stored inside
TCAM and can be part of less expensive memory.

A group table entry can be referenced by multiple flow table
entries and handles all related packets in the same fashion. The
group table entry contains a group type, a counters field, and
a field for action buckets. The group type defines the kind
of group. Backup paths can be implemented using the fast
failover group type. The action buckets are used to implement
the primary and secondary paths. For fast failover groups, each

action bucket has an associated port which defines its liveness
and triggers the use of a bucket.

We explain the group table for simple LFAs by the example
given in Section IV-A. Packets are sent from S to D. The
switch at S’ contains a flow table entry that matches specific
header fields, e.g., its IP address and this entry refers to a group
entry. The group entry has type fast failover and consists of
two action bucket. The first action bucket contains the action
to “forward to P” and the second bucket “forward to A”. If
the link to node P goes down, packets are immediately sent
over the next defined bucket, i.e., to node A. Note that no
additional flow table entries are required for LFAs.

LFAs with loop detection are implemented similarly. Con-
sider that the ID for S is 1 and the used bit string has length
5. We add an additional flow table entry that matches on the
bit string with the wildcard expression * % * % 1 and its action
is “packet drop”. Thus, only packets that loop back to S, i.e.,
are marked with ID 1, will be dropped. The first action bucket
of the group is unchanged. The second action bucket now
contains two actions: “apply ID 1” and “forward to A”.

In OpenFlow, all header fields that are used for forwarding
have the potential for ID encoding. For example, the DSCP
and ECN field (8 bits) of an IP header can be used if they
are not needed in the OpenFlow network. Another potential
solution uses the MPLS header to encode the ID. The MPLS
header consists of 32 bits and 20 bits are reserved for the
MPLS label.

C. Computing IDs for Fixed Bit Lengths

For correctly detecting forwarding loops, each node needs
a unique ID. Thus, we want to avoid that two nodes that
are part of the same backup path to have the same ID. We
have developed an algorithm that computes IDs for nodes in
such a way that each node with ID z is maximally distant
towards nodes with the same ID z. The algorithm is shown in
Algorithm 1 and colors the nodes of the graph with the IDs.

First we order the nodes by descending node degree because
nodes of high node degree are probably part of many paths.
(1) Then, we consecutively assign the colors to the first n
nodes. If all nodes are colored, the algorithm is finished.
(2) Otherwise, we compute for each uncolored node v the
color with the maximum distance. (3) We rate each color with
respect to the current node v by the sum m for every
colored node v.. (4) We select the color v using the lowest
rating which corresponds to the maximum distant color.

Note that, the proposed algorithm can be changed very
easily in a SDN environment. The computation runs in a
logically centralized control plane and, thus, only a few
elements must be updated. In general, the distance function
dist(u,v) is already computed in the control plane for the
primary next-hops which enables more complicated algorithms
as the presented for large scale networks.

V. RESULTS

In this section we quantify the percentage of flows that LFAs
can protect, cannot protect, or for which LFAs cause loops.



Algorithm 1: Color computation for restricted ID bit
length.

input : G = (V, E), distance function dist, and number
of bits ny
output: A node to color mapping C : V' — N

Vorderea <— ordered V' with descending node degrees;
C + empty color mapping;

1 < 0;

foreach v < V,,4ereq do

1 if i <ny then C(v) < i;
else
2 Cuist < empty : N — R;
foreach colored node v. do
3 ‘ Cdist(c(vc)) <~ Cdist(c(vc)) + ms
end
4 C(v) — minogignb Cdist (Z),
end
11+ 1;
end

The latter can be avoided through loop detection. We first
describe considered failure scenarios, then the performance
metrics, and the networks under study. We study the perfor-
mance of different types of conventional LFAs, and compare
it to the one of LFAs with loop detection. Finally, we discuss
the impact of the bit length for the ID encoding in packets.

A. Failure Scenarios

A failure scenario s is a set of failed links and nodes. We
define different failure scenario sets that cover different types
of network failures. The set S“™ contains all failure scenarios
where [ links and n nodes have failed. We analyze all single
link failures S'9, double link failures S20, all single node
failures S%!, and finally the combination of single link and
single node failures S*:!.

B. Metrics

In our analysis, we route the flow for a specific failures
scenario s through the network while applying certain fast
reroute algorithms. We investigate if the flow (1) successfully
reaches the destination, (2) is dropped because s removed all
physical paths to its destination, (3) is dropped although a
physical path to the destination still exists, and (4) causes a
microloop. We denote flows as protected if (1) and (2) hold,
as unprotected if (3) applies, and as looped if (4) holds. We
consider all possible flows in the network and calculate the
percentage of protected, unprotected, and looped flows for a
single failure scenario s. Considering a set of failure scenarios
S, we average these values over all failures contained in that
set.

C. Networks under Study

We evaluate the fast reroute mechanisms for various net-
works from the topology zoo [17]. We classify these topologies

171 | V] | avg(IV]) |Z| avg(lE]) | 6
T, | 37 | 4-82 25 5-382 24.6 1.89
Tr | 68 | 6103 31 6103 34.6 22
Tar | 82 | 6-176 32 10-105 | 449 | 2.96

TABLE I: Statistics for the topology sets. For each topology
set we provide the number of topologies, nodes, and bidirec-
tional edges. We also provide the average node degree §.
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Fig. 2: Basic LFA performance on mesh topologies 7. LFA-
LFCs provide significant more coverage for link failures but
cause many loops for node failures.

into three categories: star topologies T’s, ring topologies T'r,
and mesh topologies T;. Table I provides an overview of the
selected networks. We omit T in our analysis due to the lack
of alternate neighbors.

D. Flow Analysis for LFAs without Loop Detection

We evaluate the percentage of protected, unprotected, and
looped flows for various types of LFAs and for various failures
sets. As LFAs can protect significantly fewer flows in ring
topologies than in mesh topologies, we conduct our study
separately for mesh and ring topologies.

Figure 2 shows the average protection in mesh topologies
Ty for LFA-LFCs and LFA-DSCs. For single link failures,
LFA-LFCs protect approximately 68.1% which is 2.3 times
as effective compared to LFA-DSCs that only protect about
29.5%.

LFA-LFCs cause loops for the other failure scenario sets.
There is a similar protection ratio in S%° but LFA-LFCs cause
loops for approximately 1.2% of the traffic. For S%! and S*-1,
a significant number of loops occur. 29.2% of the traffic loops
in single node failure scenarios and 19.1% in S':'. LFA-DSCs
protect a similar amount of traffic but cause no loops in these
scenarios.

Figure 3 shows the average coverage for ring topologies
Tpr. The coverage of LFAs is clearly reduced for all failure
scenarios for LFA-LFCs. For single link failures, 23.4% less
traffic is protected which corresponds to 44.7%. The protection
for double link failures is reduced from 67.2% to 59.1%. Note
that, the number of caused loops is generally reduced. This is
especially true for S%! where the amount of loops is reduced
by 21.2% to 8%. We observe a reduction by 14.4% to 4.7%
for S™!. We explain this behavior due to the fact that the
overall number of available LFAs is significantly smaller in
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Fig. 3: Protection of LFAs in ring topologies Tr. LFA-
LFCs protect significantly less traffic but causes fewer loops.
LFA-DSCs provide similar performance compared to mesh
topologies.
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Fig. 4: Node protecting LFAs do not cause loops for single link
or node failures but the protection is reduced. When multiple
failures (529, S1:1) occur, less than 0.5% of the traffic loops.

ring structures. Note that LFA-DSCs perform very similarly
in mesh topologies and ring topologies.

The protection for node-protecting LFAs is shown in Fig-
ure 4. For all topologies, we observe that loops are signifi-
cantly reduced compared to LFA-LFCs: there are no loops for
single link or node failures and only a minimum amount of
traffic (< 0.5%) loops for multiple failures. The protection
is only slightly reduced for ring topologies. However, the
protection for single and double link failures is reduced to
40% by approximately 28.9% and 27%, respectively.

E. Flow Analysis for LFAs with Loop Detection

With loop detection, all LFA-LFCs can be used for fast
reroute because potential loops can be detected and prevented
by dropping packets. In this section, we evaluate the perfor-
mance of LFAs with loop detection when unique IDs can be
assigned per node to record redirecting nodes which prevents
any erroneously detected loops. The results for LFA-IDs are
shown in Figure 5 .

The protection against single link failures is equivalent
to simple LFA-LFCs with corresponds to 68.1% in mesh
and 44.7% in ring topologies. LFA-IDs prevent all loops
for all network scenarios which can also be achieved with
LFA-DSCs. However, LFA-IDs provide significantly more
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Fig. 5: Loop-detecting LFAs avoid any loops in mesh and ring
topologies. Coverage against single link failures is equivalent
to LFA-LFCs but is increased for node or multiple failures.
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Fig. 6: Protected traffic in large mesh and ring networks for
LFA-DSCs and LFA-IDs with varying bit lengths. Bit lengths
of 8 or 16 are sufficient and protect comparable to optimal ID
lengths in large networks.

coverage. We observe an improvement of approximately 36%
— 38% for single and double link failures, 13.6% for single
node failures, and 20% for single link and node failures in
mesh topologies. There is less improvement in ring topologies
which correspond to about 6.5% — 14.2% more coverage in
the different scenarios.

FE. Impact of Number of Bits Available for ID Encoding

In this section we discuss the impact of the bit length for
the ID encoding. The number of available bits for the ID can
be a limiting performance factor in large networks. If there are
more nodes than available IDs, some nodes share the same ID.
If packets are redirected over a LFA-ID and traverse a node
with the same ID, the packet is discarded although there is no
microloop.

Therefore, we analyze the impact of the bit length on
networks that consists of 50 or more nodes. There are 14
mesh and 11 ring networks of the required size in 7T, and
Tr. We compare LFA-DSCs and LFA-IDs with varying bit
lengths. The percentage of protected flows is illustrated in
Figure 6. We observe significantly more protected flows for
LFA-IDs compared to LFA-DSCs even for short bit lengths.
LFA-IDs protect 12.4% — 29.2% more traffic for single link
failures than basic LFAs. Very short bit lengths lead to clearly



less protection than LFA-IDs with long bit lengths, i.e., a bit
length of 64 protects 1.4 times as much traffic as with a bit
length of 3. Bit length 8 leads to 51% and bit length 16 to
54.6% protection. The difference of bit lengths from 16 to 64
is negligible.

In ring topologies we observe the same basic trend as
for mesh topologies. However, the differences between LFA-
DSCs and LFA-IDs are generally less significant which can
be explained by the reduced availability of LFAs in ring
structures.

VI. CONCLUSION AND FUTURE WORK

We proposed loop-free alternates (LFAs) as fast reroute
algorithm for OpenFlow-based SDN. LFAs are simple and
require no additional forwarding entries but have the draw-
back that they mostly cannot protect all traffic and some of
them cause microloops in case of node failures or multiple
failures. Renouncing on such LFAs reduces the protection
coverage even further. To maximize protection coverage, we
have suggested loop detection for LFAs and proposed how to
implement it in OpenFlow in such a way that only a single
additional flow entry is needed per switch. Each node requires
an ID which can be encoded in the packet header to signal
the failure location and each ID is encoded as a single bit in
the bit string. Thus, large networks require large bit strings for
loop detection. As this is not likely to scale, we suggested to
share IDs among nodes to provide a fixed length label for the
implementation.

We evaluated the percentage of traffic that a set of LFAs can
protect, or cannot protect, or for which they cause microloops.
We studied different types of LFAs and different types of
network failures on multiple mesh and ring topologies. If all
LFAs are used for protection, about 30% of node failures lead
to extra loops in mesh networks. Allowing only those LFAs
that cannot cause loops in case of node failures, reduces the
protected traffic to only 40% for single link failures. With
loop detection, all LFAs can be used so that 70% of the
traffic can be protected in that case. This example shows
the effectiveness of the proposed loop detection for LFAs in
OpenFlow networks.

When IDs are shared, some nodes erroneously detect loops
and drop traffic. This can happen only in case of node failures
and multiple failures. Our evaluation showed that a visible
amount of traffic is dropped in these cases if the bit string for
the ID is 3 bits long, but bit string lengths of 16 and more
bits lead to hardly any erroneous packet drops.

Loop detection just helps to prevent loops for LFAs, but
it cannot protect traffic for which no LFAs exist. Therefore,
LFAs with loop detection should be complemented with an
additional mechanism to reach 100% protection in OpenFlow
networks. They are known to achieve this goal for unit routing
link costs, e.g., a network that is not optimized, but their
implementation in OpenFlow is still to be done and requires
more state than normal LFAs. We currently pursue this idea
to provide fast protection for 100% of the traffic in OpenFlow
networks with a minimum number of additional flow entries.

We will further investigate the use of LFAs for Open-
Flow networks. We will integrate remote LFAs (rLFAs) in
OpenFlow-based SDN which can protect 100% traffic for
single link failures when the network is configured with unit
link costs.We will enable the loop-detecting concept for rLFAs
and investigate its protection with regard to different failure
scenarios. Finally, we want to enhance rLLFAs to protect against
all single link failures with introducing a minimum amount of
additional forwarding entries.
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