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Abstract—C-DAX is a cyber-secure publish/subscribe mid-
dleware tailored to the needs of smart grids, offering end-to-
end security, and scalable and resilient communication among
participants in a smart grid. While C-DAX’ broker-based pub-
lish/subscribe mechanisms are well-suited for scalable informa-
tion dissemination with regard to high numbers of publishers
and subscribers, (1) additional transmission delays are inherent
to the design because of multi-hop application layer forwarding,
and (2) interactive (probably legacy) applications are prohibited
due to the one-way publish/subscribe paradigm and potential
dependencies on IP communication. This work presents two
advanced communication modes for the C-DAX architecture, ad-
dressing those issues: (1) broker-less publish/subscribe for delay-
sensitive applications, and (2) transparent IP-tunneling over
publish/subscribe for legacy applications. Those modes further
improve C-DAX’ suitability for smart grid applications, including
enhanced real-time application support, and transparent support
for legacy smart grid communication protocols.

I. INTRODUCTION

Electrical power distribution networks are undergoing

major changes in operational procedures and monitoring,

thereby evolving from passive to active distribution networks
(ADNs) [1]. Advanced smart monitoring tools result in faster

and more reliable real-time state estimation (RTSE) [2]. Nev-

ertheless, traditional mission-critical electrical power network

control systems such as supervisory control and data acquisi-
tion (SCADA) remain important building blocks of the current

and future smart electrical power grid. The main obstacles

to the deployment of smart grid (SG) applications are the

limited scalability, reliability, and security of today’s utility

communication infrastructures.
C-DAX [3] is a communication middleware addressing

these issues by applying the publish/subscribe (pub/sub) [4]

paradigm to the electric utility network of sensors and con-

trols. The main motivation for the introduction of pub/sub

communication in SGs is improved scalability with regard

to the number of communication partners, and ease of ap-

plication development [4], [5]. Publishers and subscribers are

decoupled in the sense that they do not need to know each

other a priori, rather a message broker ensures that messages

are relayed between registered publishers and subscribers of a

topic. In this context, a topic is an abstract representation of

a unidirectional information channel, addressed by its unique

name and possibly attributes.
The main contribution of this paper is a detailed pre-

sentation of two advanced communication modes for the

C-DAX architecture: (1) broker-less publish/subscribe for

delay-sensitive applications, and (2) transparent IP-tunneling

over publish/subscribe for legacy applications. While C-DAX’

broker-based publish/subscribe mechanisms are well-suited for

scalable information dissemination, additional transmission

delays are inherent to the baseline design, and interactive

applications are prohibited by the pub/sub paradigm. The new

communication modes address those issues and further im-

prove C-DAX’ suitability for smart grid applications, includ-

ing enhanced real-time application support, and transparent

support for legacy smart grid communication protocols.

This work is structured as follows. We review selected

examples for current and future SG applications in Section II,

and give an overview of C-DAX in Section III. In Section IV,

we describe the advanced communication modes and show

how SG applications can benefit from them. We discuss related

work in Section V, and draw conclusions in Section VI.

II. EXAMPLES OF SMART GRID APPLICATIONS

We review SCADA and synchrophasor-based RTSE as

examples of SG applications. SCADA is one of the most-

widely deployed legacy SG applications in today’s electrical

power grids and will remain an important building block of

future smart electrical power networks, too. In contrast, RTSE

represents a potential future SG application which is already

deployed on the transmission grid level in some countries [6],

[7], and which may be massively deployed on the distribution

grid level in the future. We briefly introduce each application

and summarize its respective communication requirements.

A. Supervisory Control and Data Acquisition

SCADA systems are used by utilities for collecting electrical

power grid data at periodic intervals as well as reporting

asynchronous events in the grid based on detected faults,

and for automatically controlling operations of actuating el-

ements. The currently widely-used communication standard

IEC 60870-5-104 [8] defines remote terminal units (RTUs)

which are deployed at the substations, and which communicate

over TCP/IP with a SCADA master control and other systems

in the utility’s distribution control center (DCC). RTUs are

responsible for collecting all measurement data and generated

events in a substation, and for eventually forwarding them to

the DCC. Additionally, RTUs receive control signals from the

SCADA system in the DCC and forward them to the actuators

in the substation.
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SCADA communication requires bidirectional client-server

communication, irrespective of the underlying communication

protocol, i.e., RTUs need to be able to send data to and

receive data from the DCC and vice versa. This makes direct

integration of SCADA applications in a traditional pub/sub

system difficult or even impossible without modifications to

the actual SCADA software. We will show in Section IV how

C-DAX enables transparent integration of legacy applications

such as SCADA.

B. Synchrophasor-Based Real-Time State Estimation of Active
Distribution Networks

The lack of distributed measurement infrastructures at

the distribution grid level is one of the main obstacles for

distribution network operators to develop adequate controls

capable of enabling the seamless integration of distributed

energy resources. One of the most promising ADN monitor-

ing technologies is synchrophasor-based RTSE [1], [2]. The

base components of this technology are phasor measurement
units (PMUs) and phasor data concentrators (PDCs). PMUs

measure the equivalent phasor representation of the power-

system waveforms at different points of the power grid.

The measurement data are accurately time-stamped using a

reliable time source, and sent to the PDC with a refresh

rate up to 50 times per second [9]. PDCs receive, time-

align, and aggregate measurement data from different PMUs

based on the time-stamp, and provide the aggregated data

to the RTSE application. The time-aligned and aggregated

measurement data is fed into a mathematical model of the

distribution grid to estimate the current state of the grid.

The outcome of the estimation may be used by several

power-system applications, e.g., grid monitoring and control,

and fault identification and location. Compared to traditional

SCADA systems, synchrophasor-based RTSE allows estimat-

ing the system’s state with increased accuracy, high refresh

rate and reduced time latencies, providing distribution network

operators a complete and real-time view and control of their

ADNs.

We proposed an adapter-based solution to easily connect

and integrate entities in a synchrophasor network over a

pub/sub communication architecture in [10]. Even though this

solution works satisfactory in a controlled communication

network environment, the mandatory intermediary message

broker in a broker-based pub/sub communication architecture

causes additional delay on the communication path between

PMUs and PDCs which might distort the estimation result. We

will, therefore, introduce an enhancement to the existing data

streaming mode in C-DAX for delay-sensitive SG applications

in Section IV.

III. C-DAX: A CYBER-SECURE DATA AND CONTROL

CLOUD FOR POWER GRIDS

C-DAX (Cyber-secure Data And Control Cloud for power
grids) [3] is an FP7 project funded by the European Com-

mission which adapts the pub/sub paradigm to the needs

of power grids. It aims at developing a cyber-secure and
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Fig. 1. The C-DAX architecture. Basic signaling steps include client join
(step 1), data plane configuration (step 2), and topic data transmission (step
3). Further signaling includes monitoring (step 4) and general control of the
C-DAX cloud (step 5).

scalable communication middleware for SGs to facilitate the

flexible integration of emerging SG applications, and proves

its benefits by suitable use cases, a prototype, and a field

trial. Further information on C-DAX’ resilience concept and

its security architecture can be found in [11] and [12].

A. Components

Figure 1 illustrates the basic structure and interactions of the

C-DAX architecture. It is composed of C-DAX clients and the

C-DAX cloud, and organizes information in topics. A topic

is an abstract representation of a unidirectional information

channel, addressed by its unique name and probably attributes,

e.g., phasor measurement data for a specific geographic region

inside the distribution grid. SG applications use C-DAX clients
as interface to the C-DAX cloud, which handle all C-DAX

signaling transparent to the respective application. Publishers
are C-DAX clients generating data for a specific topic. Sub-
scribers are C-DAX clients interested in certain topic data.

C-DAX nodes form the C-DAX cloud, and provide a specific

set of functions to the cloud and clients. We briefly describe

the functions from bottom to top, and assign them to their

respective plane, e.g., data, control, or management plane.

1) Data Plane: Designated nodes (DNs) provide access for

clients to the C-DAX cloud. They act as first point of contact

and are responsible for forwarding topic data to and from the

cloud. Data brokers (DBs) store and forward topic data to

DNs. Each topic is assigned to a DB, where its publishers

send topic data to. DBs store topic data for a certain time, and

forward it to the topic’s subscribers. The exact assignment of

topics to DBs is subject to management decisions, and may

be changed during runtime.

2) Control Plane: Resolvers (RSes) hold the topic-to-DB

mappings and provide a resolution interface for other nodes.

There may be several RSes in a C-DAX cloud, e.g., for

resiliency or extensibility reasons. Security-related function-

alities are provided by a security server (SecServ), e.g., au-

thentication, authorization, and key distribution.
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Fig. 2. Communication modes of C-DAX. Streaming-based (a) and query-
based mode (b) are part of the initial C-DAX specification.

3) Management Plane: Management is provided by the

management system (MgmSys), which is responsible for topic

and node management, and provides an operator interface

for remote management. Topic management includes creation,

deletion, migration, and configuration of topics during runtime.

Node management enables addition and removal of a C-DAX

node from the cloud. Monitoring is provided by the monitoring
system (MonSys), which provides mechanisms to gather, and

aggregate monitoring information.

B. Basic Interactions

1) Publication of Topic Data: Initial message exchange

prior to topic data publication is shown on the left side of

Figure 1. When the publisher wants to publish topic data, it

first sends a join message over its DN to the RS using the topic

identifier (step 1). The RS looks up its database for the topic-

to-DB mapping. If such a mapping exists, the RS sends the

responsible topic-to-DB mapping to the DN which installs a

forwarding entry for that topic in its internal forwarding table

(step 2). The publisher starts pushing data to its DN which

forwards it to the responsible DB which stores the topic data

(step 3).

2) Subscription to Topic Data: Topic data retrieval works

similarly. Initial message exchange prior to topic data retrieval

is shown on the right side of Figure 1. When the subscriber

wants to retrieve topic data, it first sends a join message over

its DN to the RS using the topic identifier (step 1). At the

same time, the DN installs a topic-to-client entry in its internal

forwarding table. The RS looks up its database for the topic-

to-DB mapping. If such a mapping exists, the RS forwards

the join message to the responsible DB which installs a topic-

to-subscriber’s-DN entry in its internal forwarding table (step

2), and starts pushing topic data to all registered subscriber’s

DNs (step 3).

C. Communication Modes

The initial C-DAX specification contains only two commu-

nication modes which are illustrated in Figure 2: streaming-

based and query-based communication. In streaming-based
mode (see Figure 2a), subscribers continuously receive topic

data after successfully joining a topic without requiring fur-

ther explicit requests. In query-based mode (see Figure 2b),
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Fig. 3. Advanced communication modes for C-DAX. Broker-less pub/sub
mode (a) uses pub/sub signaling for publisher and subscriber discovery
during client join. Transparent IP-tunneling mode (b) uses two topics (e.g.,
tun_east, tun_west) to realize bidirectional pub/sub communication.

subscribers have to send explicit topic data queries to fetch

specific topic data, e.g., a snapshot of streamed data.

IV. ADVANCED COMMUNICATION MODES

Future SG applications can be designed specifically for the

pub/sub paradigm or can be adapted to it [10]. However, legacy

applications like SCADA involve bidirectional communication

or other paradigms incompatible with pub/sub, and delay-

sensitive SG applications such as RTSE may benefit from

a direct communication mode to minimize end-to-end delay.

Therefore, we introduce two advanced communication modes

for the C-DAX architecture which address the requirements of

delay-sensitive, and interactive SG applications in the follow-

ing: broker-less pub/sub mode, and transparent IP-tunneling
mode.

A. Broker-less Pub/Sub Mode

In broker-less pub/sub mode (see Figure 3a), publishers send

data directly to subscribers without DNs and DBs involved in

the actual data transmission. This violates the decoupling of

publishers and subscribers but is the only option for use cases

requiring extremely low latency, e.g., RTSE.

1) Design Rationale: The broker-less pub/sub mode re-

quires a different signaling compared to broker-based pub/sub

communication. DNs remain as first point of contact for

clients, but additional information needs to be stored at DBs

and publishers. Additional to topic-to-subscriber-DN map-

pings for broker-based pub/sub, DBs store two new kinds of

mappings for broker-less pub/sub: (1) topic-to-publisher-DN

mappings, and (2) topic-to-subscriber mappings. The rationale

behind storing mapping (1) at the DB instead of at the

publisher is that clients must not interact with other C-DAX

nodes but DNs by design. Publishers store topic-to-subscriber

mappings. This is only necessary for real-time topics and is

expected to be manageable because of the potentially small
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(b) Subscriber-join signaling. After successfully joining C-DAX in steps 1
to 4, publishers are notified about the newly joined subscriber in steps 5 to
8. In step 9, the newly joined subscriber starts receiving topic data from the
publishers.

Fig. 4. Basic signaling for broker-less pub/sub mode.

number of subscribers in such use cases, e.g., a utility may run

one or two PDCs for all its deployed PMUs, thus, requiring

only up to two entries per C-DAX PMU client.

2) Basic Signaling: We assume that publishers and sub-

scribers join a broker-less topic in the following. As depicted

in Figure 3a, join-specific signaling is sent over the C-DAX

cloud whereas the actual data transmission takes place between

publishers and subscribers only.

a) Publisher-Join Signaling: When a publisher joins a

broker-less topic, as shown in Figure 4a, it sends a join

message to its DN (step 1), which in turn will authenticate

and authorize the publisher against the SecServ (steps 2 and

3). The DN queries the RS for the DB responsible for the topic

(steps 4 and 5), and forwards the join message to the responsi-

ble DB (step 6). The DB returns the list of subscribers for the

broker-less topic to the DN (step 7), which in turn forwards

the list to the publisher (step 8). The publisher updates its

internal topic-to-client mappings and starts forwarding data to

its subscribers.

b) Subscriber-Join Signaling: Subscriber join signaling

works similarly. When a subscriber joins a broker-less topic,

as shown in Figure 4b, it sends a join message to its DN (step

1), which in turn will authenticate and authorize the subscriber

against the SecServ (steps 2 and 3), and signals successful

join back to the subscriber (step 4). The DN forwards the

join message inside the C-DAX cloud to the RS, which in

turn forwards the join message to the DB responsible for the

topic (steps 5 and 6). The DB internally looks up the list of

responsible publisher DNs for the topic and forwards the join

message to all responsible DNs, which in turn forward the join

message to the appropriate publishers for the broker-less topic

(steps 7 and 8). Finally, the publishers update their internal

topic-to-subscriber mappings and start forwarding data to their

subscribers (step 9).

Fig. 5. Information exchange and signal flow for transparent IP-tunneling
over virtual and physical network interfaces.

B. Transparent IP-Tunneling Mode

In transparent IP-tunneling mode (see Figure 3b), any

IP-based application can communicate over C-DAX, taking

advantage of C-DAX’ security, management, and resilience

features; it is a compatibility feature for transparent integration

of IP-based legacy applications in C-DAX, e.g., SCADA.

1) Design Rationale: The transparent IP-tunneling mode

uses virtual network interfaces (VNIs) and tunnel adapters to

connect IP-based applications over C-DAX. The tunnel adapter

is a C-DAX client which acts as a publisher and a subscriber,

and provides secure, resilient bidirectional communication

over C-DAX. The bidirectional communication of the tunnel

is mapped to topic-based pub/sub by using a special topic per

tunnel endpoint. That means, the tunnel adapters at both ends

of a tunnel need to join the topic associated with the local end

as a subscriber and the topic corresponding to the remote end

as a publisher. Figure 3b depicts the tunneled communication

over one topic per tunnel direction. Each tunnel has exactly

two endpoints, and each tunnel adapter is part of exactly one

tunnel.

2) Implementation and Configuration: The prototype im-

plementation is based on the Linux tun/tap [13] VNI. We use

the tun mode of the tun/tap driver to provide the network

traffic to a user space application as IP packets. IP packets



sent over the tun interface are redirected to user space software

reading from a file descriptor. IP packets written to that file

descriptor appear as received packets at the tun interface.
Figure 5 illustrates the operation of the tunnel adapter.

Legacy applications send or receive data over the virtual tun

interface. The tunnel adapter is connected to the tun interface,

encapsulates IP packets received from the tun interface into

C-DAX messages, and sends the encapsulated messages over

the physical network interface to the next C-DAX node. If a

message is received from the physical network interface, the

tunnel adapter extracts the inner IP packet from the C-DAX

message. This IP packet is sent over the virtual tun interface

to the legacy application.
Configuring the tun interfaces as point-to-point interfaces

with the remote end IP address as peer address is sufficient,

if the applications are running on the tunnel endpoints. For

applications running on dedicated hardware, modifications to

the forwarding tables are required. At the application, the

local tunnel endpoint needs to be configured as gateway for

the respective remote application’s IP prefix and vice versa.

Additionally, each tunnel endpoint needs to have an entry for

the remote IP prefix with the respective remote endpoint as

gateway.

C. Discussion
The C-DAX streaming mode involves multi-hop application

layer forwarding for data dissemination. Without violating the

basic C-DAX signaling and data plane forwarding, four hops

are necessary to forward topic data from a publisher over the

publisher DN, the DB, and the subscriber DN to finally arrive

at the subscriber. Each application layer hop increases the end-

to-end delay by processing delay, e.g., performing security

checks, internal lookups, or interaction with the network.

Furthermore, additional path stretch is possible due to non-

least cost routing.
In contrast, broker-less pub/sub mode enables one-hop data

dissemination avoiding additional path stretch and intermedi-

ary processing delays. This makes it the communication mode

of choice for real-time applications. The only drawback is

the more communication-intensive client join signaling com-

pared to the broker-based pub/sub mode signaling. Still, the

minimized end-to-end delays for the actual data transmission

outweigh this drawback.
While the pub/sub paradigm is well-suited for scalable

information dissemination, interactive applications are prohib-

ited by design. The transparent IP-tunneling mode addresses

this shortcoming. IP-based legacy applications can be sup-

ported without the need to modify existing legacy hardware

and software, or to implement protocol-specific compatibility

layers. Proprietary applications can even be supported with-

out knowledge of the protocol characteristics, as long as IP

communication is supported.

V. RELATED WORK

Cugola et al. [14] investigate several options for adding

replies to pub/sub communication to enable remote proce-

dure calls (RPCs) over pub/sub, which requires bidirectional

communication. They propose a few protocols which may

be implemented on top of any pub/sub architecture, utilizing

either out-of-band signaling or in-band signaling. One of their

proposed in-band signaling protocols utilizes pub/sub mes-

sages as replies which is comparable to C-DAX’ transparent

IP-tunnel mode.

The OMG Data-Distribution Service (DDS) [15] is a

pub/sub architecture which targets fault-tolerant real-time

communication. A prominent user of DDS in the SG area

is NASPInet [6]. Direct point-to-point connections between

publishers and subscribers yield minimal delay and latency,

i.e., no brokers are involved in the data communication.

Discovery of publishers and subscribers is handled via a

distributed architecture comparable to C-DAX’ RS component.

DDS’ data transmission is comparable with C-DAX’ broker-

less mode.

GridStat [16] is a broker-based pub/sub middleware for

wide-area monitoring systems and was one of the candidate

architectures for NASPInet. By default, GridStat only sup-

ports broker-based unidirectional communication; a broker-

less communication mode is not available. Vidall et al. [17]

propose the 2WoPS protocol (2 Way over Publish-Subscribe)

to extend GridStat with bidirectional communication capabil-

ities. In combination with the Ratatoskr framework, 2WoPS

facilitates QoS-managed RPCs over wide-area networks. This

is comparable to C-DAX’ transparent IP-tunnel mode.

The SeDAX [5] architecture uses geographic routing on

an overlay network to forward messages to responsible bro-

kers. An extension to support distributed load balancing has

been proposed in [18], and can be used to optimize end-

to-end delays for real-time applications. SeDAX is limited

to broker-based communication. Other pub/sub architectures

such as DataTurbine [19], MQTT [20], and RabbitMQ [21]

use a similar approach and are purely broker-based pub/sub

architectures.

The ZeroMQ [22] high-performance asynchronous messag-

ing library provides a message queue for scalable distributed

and concurrent applications. By default, ZeroMQ is a broker-

less system but instructions for implementation of brokers

are available at [23]. ZeroMQ can be used to build complex

pub/sub architectures, using socket polling and heartbeating

for reliable node failure detection, and primary-backup server

pairs to provide high-availability. The authors of ZeroMQ

discuss and propose the use of brokers as forwarding entities

and/or directory services for publisher/subscriber discovery in

[24] to enable broker-based and broker-less communication

in ZeroMQ. In this respect, ZeroMQ brokers provide the

same functionalities as RSes and DBs in C-DAX. Compared

to C-DAX, ZeroMQ provides a similar level of flexibility

to adapt its data plane to different use case communication

requirements.

The Java Message Service (JMS) [25] can be operated in

both broker-less and broker-based mode, and includes methods

for bidirectional communication. The actual realization of

those functionalities depends on the underlying implementa-

tion and the configuration thereof.



VI. CONCLUSION

The C-DAX project aims at providing and investigating a

communication middleware for SGs to address the limited

scalability, reliability, and security of today’s utility com-

munication infrastructures. In this paper, we introduced two

advanced communication modes for C-DAX to better cope

with the needs of SG applications: (1) broker-less pub/sub

mode, and (2) transparent IP-tunneling mode. The broker-less

pub/sub mode clearly improves the end-to-end delay for real-

time applications because no intermediary application layer

hops are involved in the data transmission from publishers

to subscribers. The transparent IP-tunneling mode enables

legacy SG applications to communicate transparently over C-

DAX utilizing advanced features such as end-to-end security,

resiliency, and flexibility. Furthermore, the transparent IP-

tunneling mode is implemented in the C-DAX prototype and

will be used alongside the general streaming mode in a field

trial in the Alliander LiveLab [26] SG test site.
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