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Abstract. We present a tool for the analysis of finite discrete-timeMarkov chains
(DTMCs). As a novelty, the tool offers functional specification of DTMCs and
implements forward algorithms to compute the stationary state distribution xs of
the DTMC or derive its transition matrix P [19]. In addition, we implement nine
direct and indirect algorithms to compute various metrics of DTMCs based on
P including an algorithm to determine the period of the DTMC. The tool is in-
tended for both production purposes and as platform for teaching the functional
specification of DTMCs. It is published under GPLv3 [3] on Github [2].

1 Introduction
Discrete-time Markov chains (DTMCs) are a widely applied concept for system mod-
elling. Typically, DTMCs are defined by a stochastic matrix P that holds probabili-
ties for transitions among system states. The vector xn describes the state distribution
of a system after n transitions. Consecutive distribution vectors xn are calculated by
xn+1 = xn ⋅ P . The stationary state distribution fulfills xs = xs ⋅ P . It reflects the aver-
age state distribution after multiple transitions and is a useful base for the derivation of
further specific performance metrics. Theoretical background of DTMCs is described
in [21,22]. There are many scientific analysis tools [6,13,14,16–18,23] and libaries for
the field of teaching [6, 20]. All utilize the transition matrix P as the base for analysis.

In this work, we present a tool for modelling DTMCs with a finite state space us-
ing the novel functional specification suggested in [19]. We introduce the functional
specification by an example. We consider a two-dimensional constraint random walk
on a grid with coordinates (a, b) and integer values a ∈ {Amin, ..., Amax} =  and
b ∈ {Bmin, ..., Bmax} = . The walk starts at position (Amin, Bmin). In any transition,
the position may change horizontally by integer values  = {Hmin, ...,Hmax} and ver-
tically by  = {Vmin, ..., Vmax}, all with equal probability. We consider the system with
Amin = Bmin = 1, Amax = Bmax = 3, Hmin = Vmin = −1, and Vmax = Hmax = 1.
It can be modelled by a two-dimensional state space  =  ×  and a factor space
 =  ×  with  =  = {−1, 0, 1}. The random variables Xn = (An, Bn) ∈ 
describe the position of the walk after n transitions. Given a random factor for the move
Y = (H,V ) ∈  , the next position (An+1, Bn+1) ∈  of the walk is determined by

An+1 = min(Amax, max(Amin, An +H)) (1)
Bn+1 = min(Bmax, max(Bmin, Bn + V )). (2)



This is a stochastic recursive equation that constitutes the state transition function of
the system f ∶  ×  →  . Together with the distribution y of the factor space 
this function constitutes a DTMC [19]. A so-called forward algorithm may be used to
compute consecutive state distributions xn based on this description without the use of
a transition matrix P . The transition matrix P can be derived by a similar algorithm so
that other analytical methods can be applied to it.

Figure 1(a) shows all states of the randomwalk with potential transitions. Figure 1(b)
illustrates the state transition matrix. The stationary state distribution yields xs(i) =

1
9

for any i ∈  .

(a) State space and potential transitions.
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(b) State transition matrix P.

Fig. 1: Random walk example.

The functional specification might appear more complex, but provides many ben-
efits. First, it allows intuitive modelling of systems with event-triggered state transi-
tions. Events are modelled by factors whose probabilities are described by the factor
distribution. The system’s state transition in case of particular events is described by
the transition function. Therefore, the functional specification is close to the system’s
behaviour which facilitates modelling of complex systems with even multi-dimensional
state spaces. Second, the functional specification allows the modelling of very large
DTMCs. The conventional specification requires the transition matrix P which scales
quadratically with the number of states. For very large DTMCs, the resulting size of
P may be so large (multiple Terabytes) that DTMC analysis based on P may become
infeasible. Sparse matrix representation may reduce memory requirements, but its ef-
fectiveness depends on the specific use case. With the functional specification, the tran-
sition matrix is not needed for the analysis of the DTMC and memory requirements are
reduced to the state and factor distribution. The memory requirement for the state tran-
sition function is generally small. In [19] further optimization methods are described to
speed up the convergence of the consecutive state distributions based on the functional
description.

FunSpec4DTMC implements the functional specification and the forward algorithm
to calculate consecutive state distributions xn and the transition matrix P . Besides, the



tool offers various direct and iterative computation methods to calculate metrics for
DTMCs that are based on P . In particular, the period of finite DTMCs can be derived
and methods for output visualization are provided.

The paper is structured as follows. In the next section, we present the core idea and
features of FunSpec4DTMC. Section 3 describes the architecture and implementation.

2 Tool Description

FunSpec4DTMC consists of a library implementing the functionality and a graphical
user interface (GUI) that allows users to analyse DTMCs in an interactive process. The
four phases of FunSpec4DTMC’s analysis process for DTMCs are depicted in Figure 2.
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Fig. 2: Four phases of FunSpec4DTMC’s analysis process for DTMCs.

In the first phase (I), the DTMC model is defined by the user. DTMCs can be either
defined in a GUI-based input dialogue or imported from JSON project files. As an ex-
ample for intuitive modelling of DTMCs, our tool offers a system specification dialogue
for a GI [GI]∕D∕1 −Qmax queuing system.

In the second phase (II), the DTMC model input is parsed and validated against
mistakes in the specification, e.g., state probability vectors that do not sum up to 1. In
addition, aspects of the DTMC model such as the initial state vector can be visualized.

In the third phase (III), metrics for DTMCs are calculated. If the DTMC is defined
in a conventional way using the transition matrix P , multiple direct and iterative com-
putation algorithms can be applied. The former are accurate and fast but require a large
amount of memory. Examples are the Gaussian elimination algorithm and the inverse
iteration. The latter requires less memory but lots of iterations to compute the stationary



state distribution with high accuracy. The tool offers the following iterative methods to
approximate the stationary state distribution xs:

– DTMC random walk (simulation)
– calculation of the limiting distribution ( lim

n→∞
xn) (applicable to aperiodic DTMCs)

– matrix powering ( lim
n→∞

P n) (applicable to aperiodic DTMCs and to DTMCs with a
period of 2n, n ∈ ℕ0)

– calculation of the Cesàro limit ( lim
n→∞

1
n+1

∑n
i=0 xi)

– modified calculation of the Cesàro limit ( lim
n→∞

1
p
∑

n≤i<n+p xi) as introduced in [19].
To that end, the tool analyzes transition structures of the DTMC and computes its
period p.

With a functional specification of a DTMC, the tool computes consecutive state
distributions xn and DTMC simulations without the state transition matrix P and uses
for this purpose the forward algorithm or just the state transition function f , respectively.
Moreover, the state transition matrix P can be derived from the functional specification
based on another forward algorithm [19].

In the fourth phase (IV), the output of the DTMC analysis can be visualized. That
includes the visualization of general metrics, e.g., the stationary state distribution, and
the visualizations of particular computation algorithm specifics, e.g., the random walk.

3 Architecture and Implementation

The architecture of FunSpec4DTMC is based on the model-view-controller (MVC) pat-
tern that separates its functionality from the GUI. We designed an object-oriented class
hierarchy and applied design patterns, e.g., the observer or strategy pattern [15], and
language constructs, e.g., the signal-and-slot approach [10].

We chose Python in version 3.6.3 [8] as programming language. We use Matplotlib
[4] to generate plot figures and SciPy [11] to import common distributions. To ap-
ply SciPy’s continuous distributions on DTMCs, we implemented mechanisms for dis-
cretization and normalization. We implemented the GUI using PyQt5 [7], the Python
bindings to the widely applied GUI framework Qt [9]. It is platform-independent and
allows the creation of more advanced graphical surfaces compared to simple approaches
like Tkinter [12]. Python is an interpreted programming language, i.e., source code is
translated at runtime. To compensate performance drawbacks, computational-intense
functions are implemented in C and called at runtime. External libraries like NumPy [5]
adopt this principle and use efficient implementations, e.g., for vector-matrix andmatrix-
matrix multiplications. We used the Cython [1] extension to implement the forward al-
gorithm’s interleaved loops and the model-specific transition functions. Cython allows
to implement CPU-intensive modules as C-extensions in a Python-like syntax with ad-
ditional annotations such as static type declarations. Afterwards, the Cython source code
is transformed into C code, compiled, and called at runtime from within Python. Our
tool automatically integrates the model-specific transition function defined by the users
into the forward algorithm that is a static part of the tool. Analyzing large DTMCs is



limited by the memory on the host system. The functional specification may mitigate
but not solve the memory problems that arise with a large number of states. We applied
the memory-to-disk swapping mechanism of NumPy so that computing data is stored in
a file on the hard disk which can be accessed in small segments.

Within the tool’s GUI, users can define multiple projects. For each project, multiple
DTMCs can be specified either in the functional or conventional specification within an
interactive dialogue or by importing a JSON file. DTMC models and the output of the
calculation algorithms can be visualized in multiple plot views. Projects can be stored
as files in JSON format and be imported.
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