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Abstract. We present ClassCast, a tool for class-based forecasting. It
partitions an input time series into class-specific time series. It uses con-
ventional prediction methods for each of these time series and maps
class-specific values to classified future time indices. It is a simple means
to account for non-linear factors in time-series for the purpose of predic-
tion.
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1 Introduction

Various approaches have been discussed for load forecasting in the domain of
electrical energy [1, 2]. Especially methods based on machine learning, such as
artificial neural networks [3] or support vector machines [4], have attracted in-
terest. However, when looking at time series yj of energy consumption of admin-
istrative buildings, a clear dependency on working and non-working days and
on the weather can be observed. Therefore, a simple forecast method account-
ing for these influencing factors can outperform sophisticated forecast methods
neglecting that influence. This basic forecasting concept is known as similar-
days method [5]. A very simple forecast is the average energy consumption spe-
cific for working and non-working days. The average prediction may be further
adapted to cold and warm working and non-working days. We propose class-
based forecasting as a generalization of the similar-days method. Cold/warm
and working/non-working are an example for a classification cj of the time in-
dex j. Besides basic calendar information, additional data in the time series
that is known for both the past and the future can be used for classification,
e.g., scheduled operating times of specific devices. Essentially, we compute class-
specific means Y (c) with c ∈ C and C being the class range. These class-specific
means may be used for prediction yj = Y (cj) of future time indices j which are
classified as cj .
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Fig. 1. Operation of ClassCast.

This class-based forecast method can be adapted to more complex forecasting
methods. We exemplify this for linear regression. It predicts future values yj
with a dependence on a regressor xj : yj = β0 + β1 · xj . Class-specific forecast
implies that linear regression is applied to a class-specific subsets of the time
series with (ycj) = (yj)j:cj=c for c ∈ C. Based on those time series, class-specific
forecast models {(βc

0, β
c
1) : c ∈ C} are derived for each class c ∈ C which predict

yj = β
cj
0 + β

cj
1 · xj for j : cj = c.

We have developed ClassCast [6], a tool for class-based forecast supporting
prediction based on mean values and linear regression.

This work is structured as follows. Section 2 provides a high-level description
of ClassCast. Section 3 explains the concept of the tool and describes the clas-
sification and forecasting mechanism. In Section 4, we present implementation
details and the user interface of ClassCast. Section 6 concludes the paper.

2 Tool Description

The input of ClassCast is an annotated time series yj . The data series consists
of past values of the dependent variable, i.e., the variable to be forecasted. An-
notations are values of one or multiple independent variables xij , 0 ≤ i ≤ n that
are supposed to influence the values of the dependent variables. An example for
a dependent variable is the total energy consumption while independent vari-
ables could be day of week, time of day, outside temperature, or the state of a
monitored device.

The second part of the input is the future time series. The future time series
consists of values for the independent variables but does not contain values for
the dependent variable. The independent variables of the future time series are
used to forecast values of the dependent variables using the approaches presented
in Section 3.

Figure 1 depicts the operation of ClassCast. Past time series yjx
i
j and future

time series xij are supplied to the tool. For each independent variable of the
input time series, the user selects whether it is discarded, used as classifier, or (if
applicable) as regressor. This selection determines the forecasting method. If one
or multiple independent variables are selected as regressors, linear regression is
used for forecasting. Otherwise, class-specific averages are used for forecasting.
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The future values for the dependent variables yj are computed based on the
combination of values for the independent variables xij of the future time series.
The forecast can be saved to a file or visualized for further analysis.

3 Concept

The past data set for the forecast consists of the time series (yj)j=s,...,−1 where
yj are the dependent variables and j are the time series indices. The index s < 0
denotes the start index of the time series and is negative as it relates to the
past. Additionally, the input data set contains n series of independent variables(
xij
)i=0,...,n−1
j=s,...,−1 . The future data set starts at the index 0 and contains values

for the independent variables
(
xij
)i=0,...,n−1
j=0,...,m

where m denotes the forecasting

horizon. ClassCast uses information from the past and future data set to compute
the forecast time series (yj)j=0,...,m.

The basic concept of ClassCast is classifying time series entries according to
the values of the independent variables. The independent variables are elements
of an n-dimensional annotation space X = X0×. . .×Xn−1. A function f : X 7→ C
maps the annotations to a q-dimensional class space C = C0×. . .×Cq−1. The map-
ping function f of our tool is limited in the way that any annotation dimension
is mapped to at most one class dimension or not used for the mapping. Further-
more, any class dimension is determined by exactly one annotation dimension
so that q ≤ n holds. We use the mapping function f to calculate class-specific
model parameters and to determine the class of future independent variables xj
as a base for class-based forecasting. Class-specific means are calculated by

Y (c) =
1

|Jc|
·
∑
j∈Jc

yj , for c ∈ C,Jc = {j : f(xj) = c}

If at least one independent variable is selected as regressor, the past time
series is partitioned into class-specific subsets (ycj) = (yj)j:f(xj)=c. Linear regres-
sion can be used to compute regression parameters β0, β1 for each class-specific
partition.

Independent variables can be given as symbolic or numeric values. The scale
of measure [7] for the independent variables is derived from the input data type.
Symbolic values (e.g., “Monday”, “Tuesday”,. . . ) are interpreted as nominal
scale, integers as ordinal scale, and real numbers as interval scale. By default,
ClassCast uses independent variables on nominal and ordinal scale as classifiers
and independent variables on interval scale as regressors. If an independent vari-
able containing real numbers is manually selected as classifier, classes need to
be defined based on intervals.

4 Implementation

ClassCast is implemented in Java and features a graphical user interface (GUI)
based on the JavaFX [8] framework. Input data series are processed in comma-
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Fig. 2. Validation of an electrical load forecast.

separated values (CSV) format. The tool automatically detects separators (comma,
semicolon, tab), line break encoding, and input data types.

Values for independent variables can be given as strings, integer numbers,
or floating point numbers. Strings are interpreted as nominal scale, integers as
ordinal scale, and floating point numbers as interval scale. The first line of the
input data file is interpreted as heading and is used for visualization only.

If the past data set is insufficient for forecasting, ClassCast presents a dia-
logue to the user for selecting an independent variable to discard. E.g., if the
past data series is a time series recorded in winter, a forecast for summer can-
not be computed using class-specific means without discarding the independent
variables representing the weather.

ClassCast can be used both as an interactive tool with a GUI and as a
non-interactive command line tool. In non-interactive mode, a CSV file is given
as command line argument. Configuration like interval size for floating point
classifiers can be given as option. The forecast data series is written to standard
output in the same CSV format as used for the input data series.

5 Forecast Validation

ClassCast implements a very generic forecast approach. The forecast quality de-
pends on the availability of sufficient data for the input time series, the existence
of a strong dependence of dependent variables yj on independent variables xij ,
and the selection of appropriate classifiers. Therefore, ClassCast includes an in-
teractive validation feature. For validation, the input data series is split in two
parts. The first part is used to forecast the second part of the data series. The
forecast can be visually compared to the actual measurement values and the
mean square error can be computed to quantify the forecast quality.
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Figure 2 shows a screenshot of the interactive validation, with an electrical
load time series sampled from a school building in Germany. The forecast is
computed as class-specific means with day of week and time of day as classifiers.
The measured loads are plotted in blue, the forecast for the second part of the
time series is plotted in green.

6 Conclusion

In this paper, we presented ClassCast, a simple tool for class-based forecast-
ing. ClassCast classifies entries of time series according to the values of the
independent variables and predicts future values for dependent variables using
class-specific means or linear regression. The conception of ClassCast was moti-
vated by energy load forecasting. However, ClassCast is agnostic to input data
semantics. Therefore, it can be applied for forecasting time series in other do-
mains under the following two conditions. First, time indices can be classified
based on annotated information (independent variables). Second, this annotated
information has a major impact on the values of interest (dependent variables).
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